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Abstract A biclustering algorithm based on self-multiplication of 0-1 matrix is proposed in this
paper. Based on an important property of self-multiplication of 0-1 matrix, we construct BBSM
algorithm for matrix with non-overlapping biclusters and overlapping biclusters seperately, and
prove that this algorithm can obtain the s most largest biclusters for both cases.
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1 Introduction

DNA microarray technology has recently become a central role in biological and
biomedical research. It enables measuring the expression level of many thousands of
genes within a number of different experimental conditions simultaneously. The relative
abundance of the mRNA of a gene under a specific experimental condition (or sample) is
called the expression level of a gene. The expression level of a large number of genes of
an organism under various experimental conditions can be arranged in a data matrix, also
known as gene expression data matrix, where rows correspond to genes and columns to
conditions. Thus each entry of this matrix is a real number representing the expression
level of a gene under a specific experiment. One of the objectives of gene expression
data analysis is biclustering—to group genes according to their expression under multiple
conditions.

Biclustering was introduced in the 1970s [1]. Cheng and Church [3] were the first to
apply it to gene expression data analysis. Biclustering attempts to isolate genes that are
co-expressed under a specific set of conditions, it is to say that Biclustering attempts to
find a submatrix with some coherence in a given matrix.

In practice, the next problem of biclustering is more interesting in most cases: finding
the s most largest biclusters in size, where s is a threshold value less than the number of all
the biclusters in a given matrix. When s = 1, the problem is finding the largest bicluster
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in a given matrix. For the problem of finding the s most largest biclusters in size, the
optimal solution is can not be obtained by the most of the algorithm in exist except the
Bimax algprithm in [8].

Instead of the above general biclustering problem, we consider a particular and im-
portant case when the gene expression data matrix is a 0-1 matrix. Here the coherence
implies to find bicluster whose elements are all 1. Thus this paper is concerned with the
problem of finding the s largest biclusers with elements 1 in a 0-1 matrix. We present a
new type of algorithms-BBSM, which is based on the property of self-multiplication of
matrix. The BBSM algorithm can obtain all the biclusters. Furthermore, it can obtain the
s largest biclusters in size.

The paper is organized as follows: Section 2 describes the important theorem of
self-multiplication of matrix. In Section 3, we propose the BBSM algorithm for non-
overlapping case and overlapping case separately. Section 4 gives the conclusion.

2 Self-multiplication of Matrix

Given a 0-1 matrix A = (a;j)mxn, the matrix C is obtained by the self-multiplication
of matrix A, that is C = AATA . Before we give the property of matrix C, some concepts
were first defined as follows:

Definition 1. Submatrix A(Z,J/): Given a matrix A, I is a positive integer set which
belongs to the row index set of A, J is a positive integer set which belongs to the column
index set of A, then A(1,J) is a submatrix whose row index set is I and column index set
is J. In particular, if J={j}, then A(,{j}) is written as A(Z, j) in short.

Definition 2. Bicluster: Given a 0-1 matrix A and its all-1 submatrix A(1,J), A(I,J)
is called a bicluster if and only if there is not exist another all-1 submatrix A(I’,J") which
is different from A(Z,J) satisfying I C I'andJ C J'.

Definition 3. Overlaping: The biclusters of A are called overlapping if there exist an
element a;; which belongs to two or more biclusters, otherwise called non-overlapping.
The element a;; is called the overlapping element, all the overlapping elements are called
the overlapping part of those biclusters.

Definition 4. Size of submatrix: The number of elements in submatrix A(Z,J) is
called the size of submatrix A(/,J) and noted as SIZE(A(I,J)). In particular, if the sub-
matrix A(Z,J) is a bicluster, then SIZE(A(I,J)) is the size of bicluster.

Definition 5. Corresponding submatrix: For two matrixes A and C, if G = A(1,J),
G' =C(I',J'), then G is called the corresponding submatrix of G’ if and only if I =1',J =
J', and vice versa.

Now we give out an important property of 0-1 matrix.

Theorem 1. Suppose A = (ajj)mxn is a 0-1 matrix with m rows and n columns, C =
(Cij)mn = AATA. If some a; ; =1, then the value of ¢;; equals to the sum of size of all the
biclusters which contain the element g;;, and the overlapping part is computed for only
one time.

Proof Let B = (b;j)mxm = AAT, then b;j = Y} apajr. i,j € {1,...,m}, and C =
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(cij)mxn =AATA=BA, forie {1,...,m},j € {1,....n},

m
Cij:Zbikakj = baaij+tbpazj+---+bimam;
k=1
= ayjlapan +apay+aaiz+---+aipai,)
+  wjlapnar +apan +aizar+- -+ ainaz,) (D
+ ......

+  apj (ailaml +apam +asamz+- -+ ainamn)-

If a;; = 1, suppose the row indexes of the biclusters containing a;; are iy, iz, - - - ,i,, and
there are ¢; elements on the i1th row of which column indexes are noted by ji 1, j1.2,--,
J1,4, Tespectively; there are g elements on the i>th row of which column indexes are

J2,1, 22, J2,4, TESPECtively; -, there are g, elements on the i,th row of which col-
umn indexes are jp 1, jp2, " s Jp,q, respectively. Therefore, all the elements are listed as
follows:
Aiy 1o Qi oo i1zt ’ailajl‘ql 5 (2)
iy, 219 iz, jorrGin, o3y " 7‘11'21/242 ; (3)
aipsjp,l 7aip:jp.2’ai177jp,3 T 7aip7jp,t]p ° (4)

The next fact is obvious:

1) The element 1 of A’s jth column must belong to a bicluster that contains the element
a;j, which means

&)

1if sed{ii,ip,...,ip};

asj =
0 else.

2) For the elements on the ith row and ixth (k € {1,2, ..., p}) row, if r € {ji 1.jk2, - - -»

Jkqe }» we must have a;, =a; , =1, If r & {ji1,jk2,- - kg }> We must have a;,_,a;, =0, so

(6)

it re gk kg b
i Qir =
0 else.

Now, according to (2) ~ (4), the number of elements of all the biclusters containing
the element a;; is equal to g1 +¢2 + - - + ¢, so the sum of the size of all the biclusters
containing a; ; is equal to g1 +¢2 + - - + ¢, and each element in (2) ~ (4) is numbered
for only one time.
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On the other hand, according to (5), (1) can be rewritten as

cij = i j(andai1+ana2+a3ai s+ + dindiyn)
+ aiz,j(ail iy 1 +apai, 2 +a3ai, 3+ -+ - + Aindiy 1)
+ ......
+  ai, j(anai, | +anpai,» +aia;, 3+ + aindi, n)
= (apai 1 +apai 2 +apai 3+ -+ ainai; n) (7
+  (anap +apain o +apain 3+ -+ aindiy )
+ ......

+  (ainai, 1 +anai,» +aia;, 3+ +aindi, n),

then from (7) we can get ¢;; = q1 + g2 + - + g, by (6), which means the value of ¢;;
equals to the sum of size of all the biclusters which contain the element a;;, and the
overlapping part is computed for only one time, and the proof is completed. g

Let us look at the following example to verify theorem 1. Suppose A and A are 0-1
matrices,

N F A A
A=|(0 0 01 1]|,A= , (8)
1110 0 001 010
1 1 1 1 1 1
after the self-multiplication of A and A, we get
66600 5000 0 0
C=AATA=(0 0 0 2 2|,C=4AATA= 9)
66 6 0 0 4 2 6 2 6 2
9 6 11 6 11 6

We can see that the biclusters in matrix A are non-overlapping, then the value of
element in matrix C equals to the size of the bicluster which contains the corresponding
element in A. For example, the value 6 on the first row and first column in C is equal to the
size of bicluster A({1,3},{1,2,3}). However, the biclusters in matrix A are overlapping,
for example, the element 1 on the forth row and first column in matrix A is contained in
bicluster A({1,4},{1,3,5}) with size 6 and bicluster A({4},{1,2,3,4,5,6}) with size 6,
the overlapping part is a submarix A({4},{1,3,5}) with size 3. So the value 9 on the forth
row and first column in matrix C satisfying 6 +6—3 =9.

3 Biclustering Algorithm Based on Self-multiplication of
Matrix(BBSM)

Based on the above analysis, we will construct an algorithm for 0-1 matrix in order to
find the s largest biclusters in size. Two cases of 0-1 matrix will be considered separately,
non-overlapping case and overlapping case.
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3.1 BBSM for non-overlapping case

For the non-overlapping case like A in (8), BBSM for finding the s largest bilcusters
is constructed as follows.

Non-overlapping biclustering algorithm(BBSM1)

1. Given a 0-1 matrix A whose biclusters are non-overlapping, and a positive integer
S3

2. Set BC = &, compute C' = (¢ij)mxn = AATA. Construct matrix C° = (c?j)mxn from

ij, if aij=1;
c?j:{cj wodi (10)

C

0, otherwise;

3.Iteration: Setk =0,
(1) Find the largest value my, in C* and note its row index and column index as py, gi;
(2) Compute Jy = {j : C*(px, j) = my};

(3) Compute I = {j : C*(j,qr) = mi};

(4) Construct bicluster A(Iy,Ji) and set BC = BCUA(I, Ji);

(5) Reset CK1 = Ck — F¥ where F¥ = (f*)nxn and¢z

k) Cijs if i€lyand jeJ;

fij N {O, otherwise; (an

(6) If k = s, goto step 4; otherwise, k =k+1;

4.0Output: Bicluster set BC. O

Theorem 2 For a given 0-1 matrix A and integer s, if the biclusters in A are non-
overlapping, the output set BC in algorithm BBSM1 contains the s largest biclusters of A,
and the bicluster sequence is outputted along large size to small size.

Proof According to theorem 1, a bicluser in A corresponds to a submatrix in C which
has same elements and the value of each element equals to the size of the corresponding
bicluster. On the other side, a submatrix in matrix C of which the elements are all the
same and equal to the size of itself corresponds to a bicluster in A with the same size.
Therefore, finding the bicluster in A is equivalent to finding the corresponding submatrix
in C whose elements are all the same. It is to say that, J; and J; are respectively the row
and column index set of C’s submatrix whose elements are all equal to its size. Therefore
A(I,Ji) is a bicluster, implying that the Algorithm BBSM1 is just finding such submatrix
in C, and can produced the s largest biclusters along the order of large size to small size.
O

Like Bimax algorithm[8], BBSM1 algorithm can also obtain all the biclusters from the
given 0-1 matrix by changing (6) in step 3 to "if C¥ = 0, goto step 4; otherwise k = k+1".
However, Bimax algorithm can not produce the s largest biclusters directly except after
finding all the biclusters.

3.2 BBSM for overlapping case

For the second case where the biclusters are overlapping in a given 0-1 matrix like A
in (8), we will propose a more general algorithm-BBSM?2. BBSM1 algorithm is a special
case of BBSM2. First, we give the definition of generation matrix.
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Definition 6. Generation matrix For a given matrix A, suppose A(Iy, j1),A(L, j2), - ,
A(L, j;) aret biclusters of A. Fori € {1,2,--- ¢}, 1et E(ji) = {jx : k 2 I;,k € {1,2,--- ;t}},
then the submatrix A(;, E(j;)) is called the generation matrix of A(Z;, j;) based on {A(I1, j1),
A(h, j2) - Al ji) }- The set {A(I, E(j1)),A(k, E(j2)),- -+ , AU, E(ji)) } is called the
generation matrix set of {A(I}, j1),A(l2, j2),- .. ,A(L, ji) }-

For arbitrary 0-1 matrix A, we can get its self-multiplication. According to theorem 1,
if a;; = 1 and corresponding c;; is smaller, the size of A’s bicluster containing a;; must be
smaller. So, in order to find the s largest biclusters in A, starting from the large element in
C will be an appropriate choice. Therefor the algorithm is constructed as follows.

Overlapping biclustering algorithm(BBSM?2)

1. Given a 0-1 matrix A, and a positive integer s;

2. Set GM = &, compute C = (¢jj)mxn = AAT A, construct matrix C' = (ij)mxn from

g if ay =1
c§»={c”" “” (12)

c

/ 0, otherwise;

and set Dy = C';

3.Initialization: Set k =0,

(1) Find the largest element ny in D¥ and note its row index and column index as
Pk>4ks

(2) Compute the column index set of elements in C’ which are not less than m; on
pithrow: Jy={j: ¢}, ;> my};

(3) For j € Ji, compute the row index set of elements which are not less than m; on
gth column: H] = {r: ¢, ; > my};

(4) Compute the generation matrix set of {A(H,{7j)}jejk: {A(H,f,E(j)) N ASN/3

(5) For j € Ji: if there exist A(U,V) € GM where H,{ DUE{j} DV,setA(U,V) =
A(H,{,E{j}); otherwise set GM = GMUA(H,{,E{j});

(6) Compute F¥ = (fl-];-)mxn, where

f/; _ {cgj, if a;; belongs to a bicluster of GM; 13)

0, otherwise;

(7) Reset D; | =C' — Fk;

(8) If |GM| > s, and the size of the smallest submatrix in GM is larger than the largest
element in DX, goto step 4; otherwise, k =k +1;

4. Output: output s largest biclusters in GM. g

Now we will prove the output of algorithm BBSM2 are the s largest biclusters of A.

Theorem 3 Given a 0-1 matrix A, the output of BBSM2 algorithm is the set of the s
largest biclusters of A.

Proof: Suppose at the end of algorithm BBSM2, the smallest size of submatrix in GM
is v. We only need to prove that any bicluster with size not less than v belongs to GM.

Suppose A(H,{,Ek(j)) is a bicluster satisfying SIZE(A(H,{,Ek(j))) > v, and it cor-
responds to a submatrix C'(H],Ex(j)) in C'. We can see in algorithm BBSM2 that
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c (H,f ,Ex(j)) must can be derived from my for some k, where my, is not only the largest
element of D, but also the smallest element of C’ (H,i , Ex(j)). So there must have A(H,{ ,
Eix(j)) € GM. O

Like Bimax algorithm[8], BBSM2 algorithm can also get all the biclusters by chang-
ing the stop criterion as "DF = 0".

4 Conclusion

In this paper, we propose a novel biclustering algorithm based on self-multiplication
for 0-1 gene expression data matrix . For two different cases, we constructed two different
algorithms, algorithm BBSMI is for the non-overlapping case which can get the k£ most
largest biclusters directly and also can get all biclusters, algorithm BBSM2 is for overlap-
ping case which in most cases can get the k most largest biclusters without need getting
all biclusters.

In practice, the size of a bicluster is a more important evaluation score. A bicluster
whose size is large and O element is little is also a high quality bicluster. In the future
work, we will try to propose a new algorithm to find these type of biclusters .
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