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Abstract Nonnegative Matrix Factorization (NMF) has been proved to be valuable in many ap-
plications of data mining, especially in unsupervised learning. This paper will briefly review the
variations and applications of NMF. All of these applications are based on the ability of NMF to
extract the hidden patterns or trends behind the observed samples automatically.
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1 Introduction
Nonnegative Matrix Factorization has been proved to be valuable in many fields of

data mining, especially in unsupervised learning. In this paper, we will briefly review its
variations and applications in image processing, data clustering, semi-supervised cluster-
ing, bi-clustering (co-clustering) and financial data mining. Note that we cannot cover all
the interesting works on NMF, but generally speaking, the special point on NMF is its
ability to recover the hidden patterns or trends behind the observed data automatically,
which makes it suitable for image processing, feature extraction, dimensional reduction
and unsupervised learning. The preliminary theoretical analysis concerning this ability,
in other words, the relations between NMF and some other unsupervised learning models
have been studied in ref. [4, 5].

The rest of the paper is organized as follows: Sect. 2 surveys a variety of variations of
NMF, Sect. 3 surveys the applications of NMF, and Sect. 4 concludes.

2 Variations of NMF
In this section, we will briefly review the variations that are rooted from NMF and

proposed from different perspectives. We summarize the different models in Table 1 but
omit the details here due to space limitation. One can find more in the corresponding
references.

3 Applications of NMF
3.1 Image Processing ([18]):

Nonnegative Matrix Factorization can trace its history back to 1970’s, but has attracted
lots of attention due to the research of Lee & Seung ([18, 19]). In their works, the model
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was applied to image processing successfully. Hence we review the applications of NMF
on this aspect firstly.

In image processing, the data can be represented as an n×m nonnegative matrix X ,
each column of which is an image described by n nonnegative pixel values. Then NMF
model can find two factor matrices F and G such that X ≈ FGT . F is the so-called basis
matrix since each column can be regarded as a part of the whole such as nose, ear or eye,
etc. for facial image data. G is the coding matrix and each row is the weights by which
the corresponding image is reconstructed as the linear combination of the columns of F .

In summary, NMF can discover the common basis hidden behind the observations
and the way how the images are reconstructed by the basis. Indeed, the psychological and
physiological researches have shown evidence for part-based representation in the brain,
which is also the foundation of some computational theories ([18]). But further researches
have also shown that the standard NMF model does not necessarily give the correct part-
of-whole representations ([20, 14]), hence many efforts have been done to improve the
sparseness of NMF in order to identify more localized features that are building parts for
the whole representation.

3.2 Clustering ([1, 23, 31]):
One of the most interesting and successful applications of NMF is to cluster data such

as text, image or biology data, i.e. discovering patterns automatically from data. Given
a nonnegative n×m matrix X , each column of which is a sample and described by n
features, NMF can be applied to find two factor matrices F and G such that X ≈ FGT ,
where F is n× r and G is m× r, and r is the cluster number. Columns of F can be
regarded as the cluster centroids while G is the cluster membership indicator matrix. In
other words, the sample i is of cluster k if Gik is the largest value of the row Gi,:.

The good performance of NMF in clustering has been validated in several different
fields including bioinformatics (tumor sample clustering based on microarray data, [1]),
community structure detection of the complex network ([23]) and text clustering ([27, 30,
31]).

3.3 Semi-supervised Clustering ([2]):
In many cases, some background information concerning the pairwise relations of

some samples are known and we can add them into the clustering model in order to
guide the clustering process. The resulting constrained problem is called semi-supervised
clustering. Specifically, the following two types of pairwise relations are often considered:

• Must-link specifies that two samples should have the same cluster label;
• Cannot-link specifies that two samples should not have the same cluster label.

Then, One can establish two nonnegative matrices Wreward = {wi j : sample i and
sample j is in the same class} and Wpenalty = {wi j : sample i and sample j is not
in the same class} based on the above information, and the similarity matrix W of the
samples can then be replaced by W−Wreward+Wpenalty (note that it is still a symmetric
matrix). Finally, NMF is applied:

min
S>0,G>0

‖(A−Wreward +Wpenalty)−GSGT‖2
F ,

Survey on the Variations and Applications of Nonnegative Matrix Factorization 319



where the symmetric matrix G is the cluster membership indicator, i.e., sample j is of
cluster i if the element Gi j is the largest value of the column G:, j (and is also the largest
value of the row G j,:). Theoretical analysis and practical applications have been con-
tributed by ref [2]. We summarize the main theoretical results but omit the details here.

Theorem 1.
Orthogonal Semi-Supervised NMF clustering is equivalent to Semi-Supervised Kernel K-
means ([17]).

Theorem 2.
Orthogonal Semi-Supervised NMF clustering is equivalent to Semi-Supervised Spectral
clustering with Normalized Cuts ([15]).

3.4 Bi-clustering (co-clustering)
Bi-clustering was recently introduced by Cheng & Church ([3]) for gene expression

data analysis. In practice, many genes are only active in some conditions or classes and re-
main silent under other cases. Such gene-class structures, which are very important to un-
derstand the pathology, can not be discovered using the traditional clustering algorithms.
Hence it is very necessary to develop bi-clustering models/algorithms to identify the local
structures. Bi-clustering models/algorithms are different from the traditional clustering
methodologies which assign the samples into specific classes based on the genes’ expres-
sion levels across ALL the samples, they try to cluster the rows (features) and the columns
(samples) of a matrix simultaneously.

In other words, the idea of bi-clustering is to characterize each sample by a subset
of genes and to define each gene in a similar way. As a consequence, bi-clustering algo-
rithms can select the groups of genes that show similar expression behaviors in a subset of
samples that belong to some specific classes such as some tumor types, thus identify the
local structures of the microarray matrix data [3, 28]. Binary Matrix Factorization (BMF)
was presented for solving bi-clustering problem: the input binary gene-sample matrix X1

is decomposed into two binary matrices F and G such that X ≈ FGT . The binary matrices
F and G can explicitly designate the cluster memberships for genes and samples. Hence
BMF offers a framework for simultaneously clustering the genes and samples.

An example is given here to demonstrate the biclustering capability of BMF. Given
the original data matrix

X =




0 0 0 0 0 0 1 1
0 0 0 0 0 1 1 0
0 1 1 1 0 1 1 1
1 0 1 1 0 1 1 1
0 1 0 1 0 0 0 0



.

One can see two biclusters, one in the upper-right corner, and one in lower-left corner.
Our BMF model gives

1[32] has discussed the details on how to discretize the microarray data into a binary matrix

320 The 9th International Symposium on Operations Research and Its Applications



The two discovered biclusters are recovered in a clean way:

FGT =




0 0 0 0 0 1 1 1
0 0 0 0 0 1 1 1
0 1 1 1 0 1 1 1
0 1 1 1 0 1 1 1
0 1 1 1 0 0 0 0



.

3.5 Financial Data Mining
3.5.1 Underlying Trends in Stock Market ([8]):

In the stock market, it has been observed that the stock price fluctuations does not
behave independently of each other but are mainly dominated by several underlying and
unobserved factors. Hence try to identify the underlying trends from the stock market data
is an interesting problem, which can be solved by NMF. Given an n×m nonnegative ma-
trix X , columns of which is the records of the stock prices during n time points, NMF can
be applied to find two nonnegative factors F and G such that X ≈ FGT , where columns
of F are the underlying components. Note that identifying the common factors that drive
the prices is somewhat similar to blind source separation (BSS) in signal processing. Fur-
thermore, G can be used to identify the cluster labels of the stocks (see Sect. 3.2) and the
most interesting result is that the stocks of the same sector is not necessarily assigned into
the same cluster and vice versa, which is of potential use to guide diversified portfolio,
in other words, investors should diversify their money into not only different sectors, but
also different clusters.

3.5.2 Discriminant Features Extraction in Financial Distress Data ([29]):
Building appropriate financial distress prediction model based on the extracted dis-

criminative features is more and more important under the background of financial crisis.
Ref [29] presents a new prediction model which is indeed a combination of K-means,
NMF and support vector machine (SVM). The basic idea is to train a SVM classifier in
the reduced dimensional space which is spanned by the discriminative features extracted
by NMF, the algorithm of which is initialized by K-means. The details can be found in
ref [29].

4 Conclusions and Future Works
We have given a short survey on the variations and applications of NMF. Besides the

good performance of unsupervised learning, another advantage of NMF is its flexibility
regarding the choices of its objective functions and the algorithms employed to solve it.
These divergence functions and algorithms may lead to different numerical results, but
there is still lack of systematic analysis of the relationships among the objective diver-
gence functions, the algorithms and the applications, which is an interesting problem.
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