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Abstract A Markov model was proposed to examine the evolution of biological networks. We
consider of random elimination processes of node degree as well as the preferential choice mech-
anisms. For the model,it is proved that there is a stationary power law degree distribution with
exponents less than 2,consist with current data on biological networks.
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1 Introduction
Networks of interactions are fundamental to all biological system. The interactions

are all parts of complex biological networks,such as the PPI network formed by the in-
teractions among proteins. There is considerable interest in biological networks with ex-
tensive data acquired by new technological advances[1, 2, 3]. Current research focus on
the different topology between the biological networks and other complex networks[4].
Aiello etc.[5]have surveyed the difference. Biological networks often have exponents that
are between 1 and 2. The non-biological networks,on the other hand,have exponents that
commonly range from 2 to 4.

while it is difficult to draw a strong conclusion from the limited observations to date,
it does raise the question as to whether biological networks evolve differently. Some
research [6, 7]show that information in the genome will lost partly when the time past.

In the present paper we propose a probabilistic model with random elimination of
node degree. Define the degree distribution P(k) as the proportion of vertices with de-
gree k. We say the degree distribution is stationary if P(k, t) converge in probability to
P(k). We prove our network model has a stationary power law degree distribution with
exponents −3+ A

m where A denote the random elimination of node degree. The degree
distribution is independent of the initial condition.

2 The Markov model
All the graphs we consider here is simple and undirected without multiple edges and

loops.
Define (Gt)t≥0 as follows: Go

m is a m-completed graph with vertices v−m+1, v−m+2,
⋅ ⋅ ⋅ , v0. Given Gt1,form Gt by adding the vertex vt with m edges:
(i)(Elimination)Form G̃t−1 by random elimination of node degree of Gt−1 as following
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Denote that degree sequence of Gt−1 as dv−m+1 ,dv−m+2 , ⋅ ⋅ ⋅ ,dvt−1 , then the degree se-
quence of G̃t−1 is dv−m+1 −A,dv−m+2 −A, ⋅ ⋅ ⋅ ,dvt−1 −A
(ii)(Preference)the first edge of vt choose an old vertex vi of G̃t−1 with the preferential
probability

P0(i)(t) =
k(i, t −1)−A

∑t−1
j=−m+1(k( j, t −1)−A)

,

where vi ∈ {v−m+1,v−m+2, ⋅ ⋅ ⋅ ,v0,v1 ⋅ ⋅ ⋅ ,vt−1}, k(i, t −1) is the degree of vi in Gt−1.
(iii)(Duplication)each of the other m− 1 edges choose a neighbors of vi in G̃t−1 uni-
formly,that is ,if j is one neighbor of i in G̃t−1,then,

P( j ∣ i)(t) =
m−1

k(i, t −1)−A
.

whereP( j ∣ i)(t)denote the probability of a neighbor of vi in G̃t−1 chosen by one of the
other m−1edges of vt when vi was chosen by the first edge of vt .
(iv)From the above three step,we get a network G̃t . Denote that degree sequence of G̃t as
dv−m+1 ,dv−m+2 , ⋅ ⋅ ⋅ ,dvt , then the degree sequence ofGt is dv−m+1 +A,dv−m+2 +A, ⋅ ⋅ ⋅ ,dvt−1 +
A.We can get Gt from the sequence.

Denote Ns as the set of neighbors of vsin G̃t−1. Using the totally probability formula ,
we obtain the marginal probability of vertex vs is chosen by one of m edges of vt at time
t,

P1(s)(t) = P0(s)(t)+ ∑
j∈Ns

P0( j)(t)
m−1

k( j, t −1)−A

=
m(k(s, t −1)−A)

∑t−1
j=−m+1(k( j, t −1)−A)

. (1)

The boundary condition is
k(t, t) = m (2)

3 Stationary power law degree distribution
All the random variables we consider here are defined on the same probability space

(Ω,F ,P)[8].
Let N(k, t) denote the number of vertices with degree k at time t, k(s, t) denote the

degree of vs at time t, then, we have N(k, t) = ∑t
s=1 δ[k(s,t)=k],where δ is the indicator

function.
LetN(k, t) = E[N(k, t)],we have

Lemma 1. when t → ∞,we have

N(k, t)
t

∝ k−3+ A
m .

Proof. Firstly,we give the recursive equation of N(k, t).
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LetP(k(s, t) = k) denote the probability of degree of vertex vs is k at time t, then we
have

N(k, t) = E[
t

∑
s=1

δ[k(s,t)=k]] =
t

∑
s=1

E[δ[k(s,t)=k]] =
t

∑
s=1

P(k(s, t) = k). (3)

Let Ys(k, t +1) denote the number of vertex vs with degree k at time t +1, then

N(k, t +1) =
t

∑
s=1

Ys(k, t +1)+δkm

and

Ys(k, t +1) =
{ 1, on{k(s, t) = k−1,k(s, t +1) = k(s, t)

+1}∪{k(s, t) = k,k(s, t +1) = k(s, t)},
0, else.

So,

N(k, t +1) = E
t

∑
s=1

Ys(k, t +1)+δkm. (4)

According(1), we know

P({k(s, t) = k−1,k(s, t +1) = k(s, t)+1})
= P({k(s, t) = k−1})P({k(s, t +1) = k(s, t)+1

∣ k(s, t) = k−1})

= m
k−1−A

∑t
j=−m+1(k( j, t)−A)

P({k(s, t) = k−1}).

Similarly,

P({k(s, t) = k,k(s, t +1) = k(s, t)})
= P({k(s, t) = k})[1−P({k(s, t +1) = k(s, t) ∣ k(s, t)

= k})]

= [1−m
k−A

∑t
j=−m+1(k( j, t)−A)

]P({k(s, t) = k}).

So,

E[
t

∑
s=1

Ys(k, t +1]

=
t

∑
s=1

E[Ys(k, t +1)]

=
t

∑
s=1

P({k(s, t) = k−1,k(s, t +1) = k(s, t)+1}
∪

{k(s, t) = k,k(s, t +1) = k(s, t)})
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=
t

∑
s=1

[P({k(s, t) = k−1,k(s, t +1) = k})+P({k(s, t)

= k,k(s, t +1) = k})]

=
t

∑
s=1

(m
k−1−A

∑t
j=−m+1(k( j, t)−A)

P({k(s, t) = k−1})

+[1−m
k−A

∑t
j=−m+1(k( j, t)−A)

]P({k(s, t) = k})).

Then with(3)(4) ,we obtain

N(k, t +1) = m
k−1−A

∑t
j=−m+1(k( j, t)−A)

N(k−1, t)

+(1−m
k−A

∑t
j=−m+1(k( j, t)−A)

)N(k, t)

+δkm, (5)

where

δkm =

{
1 k = m;
0 k ∕= m.

Secondly,using recursion and the method in [9],we can give the solution of difference
equation(5)which is a linear difference equation with rational coefficients,

N(k, t) = γ(m)k−3+ A
m t +β (k)t−1/2.

whereγ(m),β (k) is constant independent of t.
So,when t → ∞ ,we get

N(k, t)
t

∝ k−3+ A
m .

Now, we complete the proof of Lemma 1 .

Next,we will prove our model has a stationary degree distribution.
To the end, let

Ft = σ(G0,G1, ⋅ ⋅ ⋅ ,Gt),

and
Mk(t) = E[N(k,T )∣Ft ](t = 1,2, ⋅ ⋅ ⋅ ,T ),

then, Mk(t) is martingale, and

Mk(0) = E[N(k,T )],Mk(T ) = N(k,T ).

From our early work[8], we know that {Gt}t≥0 is Markov Chain, so we have Mk(t) =
E[N(k,T )∣Ft ] = E[N(k,T )∣Gt ](t = 1,2, ⋅ ⋅ ⋅ ,T ).

The following lemma was proved by Professor Z.M.Ma[10]. It is different from the
proof in[11, 12].
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Lemma 2. For any k, ∣ Mk(t)−Mk(t +1) ∣ ≤ 2m.

Lemma 3 (Azuma inequality). If M(t) is martingale with ∣ M(t)−M(t +1) ∣ ≤ d, then

P(M(T )−M(0)≥ r)≤ exp(− r2

2d2T
).

Theorem 4. Let P(k) = γ(m)k−3+ A
m ,Our model has the stationary degree distribution

P(k),that is
N(k,T )

T
P−→ P(k).

Proof: Since

∣ N(k,T )
T

−P(k) ∣≤∣ N(k,T )
T

− N(k,T )
T

∣+ ∣ N(k,T )
T

−P(k) ∣,

and according lemma1, we have

N(k,T )
T

→ P(k),

that is ∀ε,∃T0,s.t.T ≥ T0

∣ N(k,T )
T

−P(k) ∣< ε
2
.

So,we get

[∣ N(k,T )
T

−P(k) ∣≥ ε]⊆ [∣ N(k,T )
T

− N(k,T )
T

∣≥ ε
2
].

By lemma3 ,let M(T ) = Mk(T ) = N(k,T ),M(0) = Mk(0) = N(k,T ),we get
∀ε > 0,

P([∣ N(k,T )
T

− N(k,T )
T

∣≥ ε
2
])≤ exp(− ( ε

2 )
2T

2(2m)2 ).

So, for any ε > 0 , we have
P([∣ N(k,T )

T −P(k) ∣≥ ε])≤ P([∣ N(k,T )
T − N(k,T )

T ∣≥ ε
2 ])≤ exp(− ε2T

32m2 ),
that is,

N(k,T )
T

P−→ P(k).

We complete the proof.
Now,we can draw the conclusion that our model has stationary power law degree

distribution with exponents −3+ A
m .

Also we give numerical simulations of our model to check the analytical result.(see
figures)
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4 Conclusion
We have proposed a precise model and we give the sufficient condition rather than a

simple mechanism to power law degree distribution. By random elimination mechanics,
our model gets power law degree distribution with exponents −3+ A

m which can describe
many real biological networks. Yet,there are still many further works to be done. For our
models itself,we consider only the properties of degree distribution,many other important
properties have not been considered such as diameter of network and spectrum properties.

There are many other mechanism which can not covered by our sufficient condition
but they can obtain the scale free properties. Chung etc.[4]gave a duplication model which
can produce power law degree distribution with exponents less than 2. In their model,
preferential choice was not taken into count. Why can different marginal distribution lead
to similar power law degree distribution and what are the relations between them? These
questions lead us to further research.
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