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Abstract—In many complex regulatory networks with 
interlinked feedback loops, the simple core circuits are sufficient 
to achieve specific biological functions of the entire networks, 
naturally raising a question: what is the role of the additional 
feedback loops. Here, by investigating auto-activation and 
activator-repressor circuits, two most common functional motifs 
in regulatory networks, we show that the toggle switch acts as a 
tinker to elaborate the dynamical behavior of both circuits. 
Specifically, the additional loop does not significantly affect the 
stable states of the auto-activation circuit but can tune the 
stimulation threshold for switch (i.e., the minimal stimulus 
required to switch the system from the low to the high state). 
For the activator- repressor circuit, the tinker can tune the 
stimulation threshold for oscillation (i.e., the bifurcation point to 
generate oscillations) as well as the oscillation frequency but 
does not change the oscillation amplitude. These detailed results 
not only provide guidelines to the engineering of both synthetic 
circuits but also imply a significant fact that additional loops of 
the core circuit in a complex network are not really redundant 
but play a role of tuning the network’s function 

Keywords- Network motif, tunability, biological function, tinker, 
feedback loop 
 

I.  INTRODUCTION  
In general, regulatory networks in signaling systems are 

very complex, possibly involving the regulations of 
thousands of species molecules and the interactions between 
them. In spite of this complexity, the regulatory networks are 
composed of several simple circuits, some of which carry out 
biological functions similar to those of the entire networks, 
thus being essential (called as the core circuits)[1-4], and the 
others act as tinkers for the core circuits to achieve more 
elaborate functions[5-10], thus being secondary (called as 
additional circuits or tinkers). Most of previous studies 
focused on the functions of simple circuits such as auto-
activation circuit, feed forward loop, double feedback loops 
(e.g., toggle switch) and activator-repressor circuit[4], but it 
seems to us that few addressed the issues such as why circuits 
or loops additional to the core circuits are necessary and what 
detailed roles they play in the underlying whole networks. 
Quantitatively analyzing the role of diverse tinkers in 
regulatory networks is fundamentally important for 

understanding the structure and function of more complex 
networks as well as design principles in synthetic biology. 

Core circuits and the related tinkers have been identified 
in many regulatory networks. For example, in Bacillus 
Subtilis [11-13], as the master regulator, ComK regulates its 
expression, forming a positive feedback circuit. This circuit 
is a core module in the B. Subtilis system since it can 
generate a bistable expression pattern essential to competence 
development [11]. However, besides the ComK protein, the 
RoK protein binds directly to the comK promoter and acts 
negatively, and in turn, it is also negatively regulated by 
ComK, thus creating a double negative feedback loop (i.e., 
the common toggle switch) [12]. Previous experimental 
results have shown that when RoK is inactivated, more than 
half of the cells become competent and the transformation 
frequency increases correspondingly [14]. Another example 
is a common regulatory network related to the process of 
embryonic cell cycle. The circuit responsible for the cell 
cycle is a negative feedback loop, which is comprised of the 
cyclin-dependent protein kinase CDK1 and the anaphase-
promoting complex (APC) [15, 16]. This feedback loop is 
sufficient to generate oscillations, implying that it is the core 
circuit of the entire network. However, the cyclin-CDK1 
network also includes two additional positive feedback loops: 
Active Cdc25 activates CDK1, which further activates Cdc25, 
forming a double positive feedback loop; Active Wee1 
inactivates CDK1, which in turn inactivates Wee1, forming a 
double negative feedback loop.  

The above two examples as well as those listed in the 
following Table 1 have a common topology, that is, one or 
two toggle switches are added to the core circuits, e.g., in the 
first example, the common toggle switch is added to an auto-
regulatory circuit whereas in the second example, two kinds 
of toggle switches (i.e., the common toggle switch and an 
alternative circuit) are added to a negative feedback circuit. 
Although the single toggle switch as a basic circuit has been 
extensively investigated [17] and has also been successfully 
constructed in Escherichia coli [18], and although recent 
numerical evidences have shown that a simple positive 
feedback loop can allow a three-component negative 
feedback oscillatory system to achieve a widely tunable 
period and a near-constant amplitude [10], it remains to be 
fully explored how the toggle switch as a secondary module  
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Table 1 Toggle switch appearing as a secondary module in some regulatory  

systems. 
      systems reactions reference 

EGF receptor 

signaling 

sheddases EGFR sheddases
PTP EGFR PTP

→ →
 

 [19] 

Start of cell cycle in 
budding yeast  

Cln cdc28 Cln
Sic1 cdc28 Sic1

→ →
 

 [12] 

Th1 and Th2 

differentiation 

STAT6 GATA3 STAT6
STAT4 GATA3 STAT4

→ →
   

[20] 

B.subtilis 

competence events 

ComS ComK ComS
RoK ComK RoK

→
   

[14, 12] 

Mitotic trigger in 

Xenopus 

Cdc25 cdc2 Cdc25
Myt cdc2 Myt

→
 

 [16] 

 
of more complex networks affects dynamics of the core 
circuits. 

Bistability (by which we mean that the system of 
interest has two distinct stable states) and oscillation are two 
lasting topics in the study of dynamical systems. They are 
two fundamentally different kinds of dynamical behaviors in 
the deterministic sense, but can be viewed as the basically 
similar behavior in the stochastic sense since periodic 
oscillations are essentially a kind of switching between 
valleys and peaks [21, 22]. A simple example that can help 
understand this point is that relaxation-type oscillations arise 
from a bistable switch [23, 10]. Intuitively, the toggle switch 
might play a similar role when it is added to a bistable or 
oscillatory system. In this paper, we will show detailed roles 
of the toggle switch in tuning functions of two common 
circuits potential to generate bistability and oscillation, and in 
particular reveal the mechanism of the tunable roles.  

        We add the common toggle switch to two prototypical 
genetic circuits (referring to Fig. 1): the auto-activation 
circuit (called as Circuit Ⅰ) and the two-component 
activator-repressor circuit (called as Circuit Ⅱ). These two 
circuit topologies are common in genetic switch systems and 
cellular oscillators, such as cell cycle[15, 24], circadian 
clocks [25] and competence development [12, 26], so 
elucidating the role of the additional toggle switch in the 
shared topologies will be of general significance for 
understanding fundamental intracellular processes. In 
addition, understanding the mechanisms of how the 
additional toggle switch affects these simple circuits could 
guide the engineering of synthetic circuits with detailed 
nonlinear dynamical behaviors. 

To investigate the role of the toggle switch in the bistable 
and oscillatory systems, we use the method of theory analysis 
aided by numerical simulation. The bistable system has a 
well defined stimulation threshold for response to 
environmental stimulation, and only stimulation above the 
threshold can switch the system from the low to the high state 
in the state space. The numerical and theoretical analysis 
shows that the additional toggle switch can enhance the 
stimulation threshold significantly but has little influence on  

 
Fig. 1 Schematic of the topological structure of two gene regulatory 
networks to be studied in this paper: In Circuit Ⅰ, the auto-activation 
loop (solid line) is the main element of the entire network whereas the 
toggle switch (dashed line) is the secondary element; In Circuit Ⅱ, the 
coupled positive and negative feedback loop (solid line) is the main 
element of the entire network whereas the toggle switch (dashed line) is 
also the secondary element. 

 
the stable steady states of the bistable system. Owing to the 
enhancement of the activation threshold, the frequency of the 
spontaneous switch is independent of input stimulation will 
decrease. In the activator-repressor circuit, the additional 
toggle switch can also enhance the stimulation threshold for 
oscillation and tune the switching frequency without 
changing the oscillation amplitude even when the input 
stimulation is kept a constant. The similar dynamical 
property is also observed in the stochastic oscillator case. 
These results indicate that the additional toggle switch indeed 
acts a tinker, providing a specific mechanism of tuning the 
function of the auto-activation circuit and the activator- 
repressor circuit, which can be used in the engineering of 
synthetic circuits. 

 

II. MODELS 
Now, we begin by describing our model system using 

terminologies relevant to gene regulation. Circuit Ⅰ (see 
figure 1) is a simple two-component regulatory system, 
which includes two interlinked positive feedback loops. As 
an activator, protein A  binds to and activates its own 
promoter aP . As a repressor, component B  that is inhibited 
by protein A  inhibits the expression of the A  activator by 
competitively binding to the promoter aP , forming a double 
negative feedback loop. Compared to Circuit Ⅰ, Circuit Ⅱ 
includes another negative feedback loop, where the activator 
protein A  activates the cP  promoter, which further inhibits 
the A  activator by targeting it for degradation. Assume that 
the kinetics of the regulated activation of the aP  promoter is 
described by a Hill function with cooperativity n : 

2
2( , , , )

n

eff n n
eff

k Af A k K n
A K

=
+

                                             (1) 

where A  represents the activator concentration in the cell, 
and the effective activation threshold effK

 
depends on the 
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concentration B through the expression ( )1
mn n

effK K Bγ= + , In 
this equation, the 2k  represents the maximum expression rate;  
Table 2 Biochemical reactions for circuit Ⅰ and circuit Ⅱ. 

Circuit Ⅰ Circuit Ⅱ 

1kΩ
a aP P +mA→  1kΩ

a aP P +mA→  10kΩP P +mBc c→  
( , )Ω

a aP P +mAf A B→  ( , )Ω
a aP P +mAf A B→  ( )P P +mCh A

c c
Ω→  

( )ΩP P +mBg A
b b→  ( )ΩP P +mBg A

b b→  12kmC mC+C→  
4kmA mA+A→  

4kmA mA+A→  
13kmC→∅  

5kmB mB+B→  5kmB mB+B→  14kC→∅  
6kmA →∅  6kmA →∅  15kC+A C→  
7kmB→∅  7kmB→∅   

8kA →∅  8kA →∅   
9kB→∅  9kB→∅   

2( , )
n

n n
eff

k Af A B
A K

=
+

 3 2

2

( )
m

m m
k Kg A

K A
=

+
 

11

3

( )
p

p p
k Ah A

K A
=

+
 

 
γ  accounts for the strength of competitive inhibition exerted 
by B; 1K  is the activation threshold of A. 

A set of reactions corresponding respectively to Circuit 
Ⅰ and Circuit Ⅱ are listed in Table 2, where the reaction 
rates for transcription are assumed to be proportional to a 
factor Ω , which represents the size of the cell and is taken as 
a global scaling factor. In the following Gillespie simulation, 
we set 0.01Ω = . The values of the reaction rates used in 
simulation are given in Table 3. All the parameter values are 
set within reasonable biological ranges for a gene regulatory 
process [27, 28, 26].  
Table 3 Parameter values used in our numerical simulation. 

 Parameter value  Parameter value 

CircuitⅠ Circuit Ⅱ  CircuitⅠ Circuit Ⅱ 

1k  0.05nM/(s·
molec) 

0.0022/(s·
molec) 9k  0.0001 1s−  0.0001 1s−  

2k  1.875nM/(s
·molec) 

1.875nM/(s
·molec) 

2K  5000nM 1000nM 

3k  0.625nM/(s
·molec) 

0.625nM/(s
·molec) 

γ  1 0.1 

4k  0.4 1s−  0.4 1s−  p  —— 5 

5k  0.4 1s−  0.4 1s−  10k  —— 26.25 10−
 n

M/(s·molec) 
1K  5000nM 5000nM 

11k  —— 0.625nM 
/(s·molec) 

n  2 2 
12k  —— 0.4 1s−  

m  2 2 
13k  —— 0.1 1s−  

6k  0.1 1s−  0.1 1s−  14k  —— 0.0001 1s−  

7k  0.1 1s−  0.1 1s−  14k  —— 84 10−
 /(s·m

olec) 
8k  0.0001 1s−  0.0001 1s−  3K  —— 3000nM 

Assuming that the dynamics of mRNA molecules are 
much faster than those of proteins with a reason that, usually, 

the mRNA lifetime is usually in the time range of minutes 
whereas the protein lifetime is in the range of hours 
(supposing no enzymatic degradation), we can adiabatically 
eliminate the equation for mRNA for both circuits, thus 
leading to the following two-dimensional and three-
dimensional equations, respectively 
Circuit Ⅰ: 

1 1 1

2
2 2

2

n

n n
eff

m

m m

dA A A
dt A K

KdB B
dt A K

α β λ

β λ

= + −
+

= −
+

                                       (2)  

Circuit Ⅱ: 

1 1 1

2
2 2

2

2 3 3
3

n

n n
eff

m

m m

p

p p

dA A AC A
dt A K

KdB B
dt A K
dC A C
dt A K

α β δ λ

β λ

α β λ

= + − −
+

= −
+

= + −
+

                            (3) 

Where 1 ( )n n n
effK K Bγ= + , 

1 1 4 6 1 2 4 6 1 8 2 3 5 6 2 9/ , / , , / ,k k k k k k k k k k kα β λ β λ= = = = =  

2 10 12 12 3 11 12 6 3 14 15/ , / , ,k k k k k k k kα β λ δ= = = = .  
Each composite parameter in (2) and (3) can be calculated 
from the reaction rates listed in Table 2. Throughout the 
paper except for a place (see the following), we will fix these 
parameter values. In addition, we will let the parameter 1α  
describe external environment changes (i.e., 1α  represents 
stimulus).  

We aim to show how the additional toggle switch affects 
the dynamical behavior of both core circuits and their ability 
in information processing, and summarize some general laws. 

 

III. RESULTS 

A. Circuits Ⅰ  
By analysis, we find that the additional toggle switch 

has the following effects on the function of the auto-
activation circuit. 

 
Enhance the stimulation threshold without significantly 
altering stable states 

Bistability, i.e., the capacity to achieve two alternative 
states in response to different stimuli, exists ubiquitously in 
cellular systems. Bistability has fundamental biological 
significance, notably in cell differential [29], cell fate 
decision [30], regulation of cell cycle [31], etc. It has 
increasingly become clear that two or multiple states can be 
generated from the interactions among the components in a 
regulatory network. It has been shown that the auto-
activation circuit is the simplest circuit to achieve bistability 
under certain conditions [7]. However, such a circuit is often 
found to be interlinked with a toggle switch [9]. Therefore, it 
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is intriguing to investigate the role of the additional toggle 
switch.  

It has been known that each bistable switch establish 
precise stimulation threshold responding to environmental 
stimulation. When the stimulation is below the stimulation 
threshold, the system will stay in the low stable state. And 
once the stimulation is beyond the threshold, the system will 
transit from low stable state to high stable state. In one-
dimension bifurcation diagram, the stimulation threshold is 
related to the saddle node bifurcation point (SN). Fig. 2 
shows the bifurcation diagram for Circuit Ⅰ as a function of 
the stimulation 1α .The solid line represents the stable state, 
and the dashed line represents the unstable state. The 
intersection point of the dashed line and the solid line is the 
saddle node bifurcation point. When 1α  is below the SN 
point, the system possess two stable states and one unstable 
state, thus the system display bistability. But when 1α  is 
beyond the SN point, the system possess only one high stable 
states and display monostable behavior. If the system is first 
initiated at the low stable state, the system will stay in the 
low stable state until the stimulation 1α  transcends the SN 
point. Once the stimulation is beyond the SN point, the 
system will transit to the high stable state. Thus we also call 
SN point as stimulation threshold in the following.  

        From Fig. 2, we find that the stimulation threshold can 
be enhanced significantly by adding a toggle switch to the 
auto-activator circuit. When 0γ =  (line d  in Fig. 2), Circuit 
Ⅰ is equivalent to the auto-activation circuit. In this case, we 
find that the stimulation threshold (SN point) is very small, 
indicating that small stimulation is sufficient to switch the 
bistable system from the low stable state to high stable state. 
When 1γ = (line , ,a b c  in Fig. 2), the toggle switch is added 
to the auto-activation circuit. We find that the stimulation 
threshold is enhanced significantly, implying that large 
stimulation is required to switch the bistable system from low 
state to high state. In addition, Fig. 2 shows that increasing 
the maximum expression rate 2β  of B can further tune the 
stimulation threshold. Actually the stimulation threshold can 
also be tuned by varying other parameter associated with the 
toggle switch such as 1 1,k λ  and so on (data is not shown). 
Therefore, if multiple stimuli regulate the expression rate of 
component B, cell can tune the stimulation threshold 
appropriate to their environment. For a fixed 1 0.1α = (Fig. 2), 
the system always display bistability when 2β  is larger than 
4.5 (line , ,a b c  in Fig. 2). With the increasing of 2β  from 
4.5 to 6.5, we find that two stable states almost keep constant, 
but the intermediate unstable state varies significantly. If we 
fix 1α  at other value, we also obtain the same conclusion. 
Therefore, the additional toggle switch has a little influence 
on the level of two stable states.  

 

0 0.1 0.2 0.3
α1

A
 (m

ol
ec

 #
)

100

102

104

106

a b

d

SN SN
c

SN

SN

 
Fig. 2 (color online) Bifurcation diagram with respect to parameter 1α  for 
Circuit Ⅰ: The solid lines represent the stable state, and the dashed lines 
represent the unstable state. The intersection point of dashed line and solid 
line is the saddle point (SN). Line d  corresponds to 0γ = . Lines , ,a b c  
correspond to 1γ =  with different 2 2.5, 4.5,6.5β = . The values of other 
parameters are the same as those listed in Table 3.  
 

We then subject the system to continuous stimulation 
1α . The systems are first initiated at low stable state. Fig. 

3(A-D) plots the stable steady state of component A as a 
function of stimulation 1α . The response curve display ultra-
sensitivity to the stimulation 1α . Since the system transit from 
the low stable state to the high stable state rapidly in the 
ultra-sensitivity regime (Fig. 3(A)), we can also define the 
ultra-sensitivity regime as stimulation threshold. Fig. 3(A) 
shows the response curve of the system with different 2β . For 
each 2β , the system possesses a well defined stimulation 
threshold. As shown in the figure, increasing 2β  will 
enhance the stimulation threshold significantly, which is 
consistent with the conclusion derived from bifurcation 
analysis. Fig. 3 (B) shows the response curve of the system 
with different 2K . From Fig. 3 (B), we obtain similar 
conclusion, e.g. increasing 2K  enhance the stimulation 
threshold. Actually, other parameters associated with the 
toggle switch can also tune the stimulation threshold (data is 
not shown). We also note that the stimulation threshold can 
be tuned by varying the parameter associated with the auto-
activation circuit such as 1β  and 1λ , which are shown in Fig. 
3(C) and (D). Comparing Fig. 3(A)(B) with Fig. 3(C)(D) we 
find that varying the parameter associated with toggle switch 
has a little influence on the stable steady state of the bistable 
system. However, varying the parameter associated with the 
auto-activation circuit can affect the low stable state or high 
stable state significantly. For example, decreasing 1β  will 
decrease the high stable state (Fig. 3(C)), and increasing 1λ  
will decrease the level of high stable state and low stable 
state simultaneously (Fig. 3(D)).  
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Fig. 3 (color online) The dependence of stimulation threshold on partial 
parameters of Circuit Ⅰ, showing that the beginning position for 
ultrasensitivity, which is defined as stimulation threshold, changes with the 
parameters. L and H in the figure represent the low stable state and high 
stable state. Vertical arrows represent monotonic increase or decrease of the 
stable state whereas horizontal arrows represent the direction of changing 
parameters. (A) and (B) the response curves when the parameters 
associated with the toggle switch change. (C) and (D) the response curves 
when the parameters associated with the auto-activator circuit.  

 
To analytically show that the additional toggle switch 

can enhance the stimulation threshold regardless of the 
parameter sets, we analyze the qualitative dependence of the 
activation threshold on the parameters associated with the 
toggle switch (note: an exact solution is not easily obtained 
mainly due to cooperatives n ). For simplicity, here we 
consider component B as external stimulation which can be 
tuned artificially. Then the stimulation threshold cα  should 
satisfy the following two equations: 

1 1
1

( , ) 0
( )

n
c

c c c cn n n
c

A
F A A

A K B
α α β λ

γ
= + − =

+ +
             (4) 

( , ) 0c c
c

F A
A

α∂
=

∂
                                                               (5) 

where cA  is the steady state of component A  corresponding 
to stimulation cα . Since the basal expression rate is often 
very low, we assume that 1 1α  . Then The combination of 
Eqns. (4) and (5) yields 

 1 1 1
1( 1)( ( ) )

2 1
n nn

c
nn K B
n

α λ γ β −
= − + −

−
                        (6) 

Since in the steady state 2 2

2 2

m

m m
c

KB
A K

β
λ

=
+

, increasing 2β  

and 2K  will enhance the steady state of B , which further 
enhance the activation threshold cα . Such a simple analysis 
indicates that the toggle switch can enhance the activation 
threshold independent on the parameters. 

To analytically show that the steady states are 
insensitivity to the additional toggle switch, we apply 
sensitivity analysis for the system. Here, we also view the 
component B as external stimulation and kept it as a constant.  
Then the steady states ( , )s sA B ( sA is the concentration of A  

and sB  is the concentration of B ) should satisfy the 
following equation: 

1 1 1
1

( , ) 0
( )

n
s

s s sn n n
s s

A
F A B A

A K B
α β λ

γ
= + − =

+ +
             (7) 

The absolute sensitivity to the component B  can be 
calculated by: 

1

1

/
/ ( 1)( )

n n
s s s s

n n n n
s s s s

A F B n B A
B F A n K B A

γ
γ

−∂ ∂ ∂
= − ≈

∂ ∂ ∂ − + −
                    (8) 

Note that for the low steady state, 1 1,s sA K B K  , thus  

1
( 1)

s s

s s

A nA
B n B
∂

≈
∂ −



;                                                              (9) 

For the high steady state, 1 1, ,s sA K B K   thus  
1 1

1 1
n n n n

s s s
n n

s s s

A n B A n B
B A A

γ γ− −

−

∂
≈ =

∂ −


.                                        (10) 

In both case, the steady state sA  is insensitivity to the 
concentration of component B . The relative sensitivity to all 
the parameters in the full system is difficult to be solved 
analytically, but we can approximate the relative sensitivity 
using the following numerical method[32]: 

[ ( ) ( )] / ( )
/

s s s s

s

pdA A p p A p A p
A dp p p

+ ∆ −
≈

∆
                              (11) 

Where p  is the parameter of the system, here we chose 
/ 0.1p p∆ = . Fig.4 (A) shows the relative sensitivity of high 

steady state and low steady state to all parameters. We find 
that the former is sensitive to two parameters 1β  and 1λ  
whereas the latter is sensitive to two parameters 1α  and 1λ . 
Moreover, both are robust to the parameters associated with 
the additional toggle switch (i.e. 2 2 2, ,Kβ λ ). This is in accord 
with our theoretical prediction. To verify the generality of the 
above result, we also perform the global robustness to 
analysis the sensitivity of the system [33]. First, 1000 
parameter vectors 1 2 8( , ... )p p p p=  are sampled from the 
whole parameter space. The range of each component is 

0 0[0.9 ,1.1 ]i ip p , where the 0
ip  is the nominal value listed in 

Table 2. Then, for each sampled parameter vector p we 
compute the relative variation of steady state: 

0 0[ ( ) ( )] / ( )s s sS A p A p A p∆ = −                                        (12) 
If max( , ) 5%l hs s∆ ∆ < (where ls∆  and hs∆  represent the 
relative variation for the high and the low steady state 
respectively), then we accept the corresponding parameter 
vector and view that the corresponding steady state is robust 
against the parameters perturbation after a global simulation, 
thus obtaining a viable parameter sets. Next, we perform the 
principle component analysis (PCA), which is a useful tool to 
analyze sensitivity for high dimension systems. Fig. 4(B) 
shows standard variation along each PCA axis[34]. We 
observe that the variation along the last two PCA axes is 
significantly small in contrast to the other PCA axes, 
indicating that the system is most sensitive in the directions 
along the last two component axes. Note that each PCA axis 
can be represented as the linear combination of the 
parameters. We observe that the combination of parameters  
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Fig. 4 (color online) Result by sensitivity analysis for circuit Ⅰ. (A) shows 
the relative local sensitivity of the stable steady states of the bistable system. 
(B) shows the standard variation along each principal component. (C) and 
(D) show the linear combination of last two principle component axes that 
can be represented as the linear combination of parameters in PCA analysis.  

 

1 1,α β  and 1γ  dominates the last two PCA axes (Fig. 4 (C) 
and (D)), implying that the steady states of the system are 
most sensitive to these parameters and insensitive to the 
parameters associated with the toggle switch. Combining the 
above local relative sensitivity analysis and global sensitivity 
analysis, we conclude that the steady states are insensitive to 
the toggle switch for all parameters associated with the core 
circuit. 
 
Enhancing the response time and mean first passage time 
(mFPT) 
 

Response time is another important temporal property 
for the bistable system, and is defined as the time taken for 
the system to switch from the low stable state to the high 
stable state. For a biological system, the response time may 
vary in a wide range. For example, in systems associated 
with brain injury a short stimulus gives rise to an immediate 
response [35]. But during the maturation of oocytes, 
progesterone stimulation caused a delayed response [30]. To 
measure the response time, we assume that the bistable 
system is initially settled in the low stable state and subjected 
to the step signal. Fig. 5(A) shows the response of the circuit 
A to the step signal. The step signal is first initiated at 

1 0.01α =  and rapidly transit to 1 0.11α =  at the moment 
4000t = . From this subfigure, we observe that varying 

parameter 2β  can tune the response time significantly. Thus, 
we further define the response time as the time required to 
reach the midpoint between the low stable state and high 
stable state after a signal transition occurs. Fig. 5(B) shows 
the response time as a function of 2β . Increasing the value of 

2β  enhances the response time of the bistable switch, 
implying that more time is taken as that for the system to 
reach the high steady state. Note that the response time 
increases rapidly and tends finally to infinite when 2β  

approach a critical value cβ , indicating that the system 
cannot transit to the high stable state when 2β  is beyond cβ . 

       In the stochastic condition, even though there is no 
external stimulus, the intrinsic noise can drive the system 
beyond the stimulation threshold and induce spontaneous 
switch from low stable state to the high stable state. To 
capture the effect of these fluctuations, we employ the 
Gillespie’s first reaction method [36] to simulate the 
chemical reactions listed in table 1. Fig. 5(C) shows 
examples of stochastic simulation with an initial activator 
number of 200 molecules per cell. Red curves demonstrate 
the time course of A  activation for system with maximum 
transcription rate of B 3 0.225k =  and blue curves for system 
with 3 0.425k = . Comparing red curves with blue curves, we 

find that increasing the transcription rate 3k  mainly leads to 
different time delay of the transition from low stable state to 
high stable state, while the level of the low activated state 
and high activated state for these two cases are almost kept 
constant.   
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Fig. 5 (color online) Response time and mean first passage time. (A) 
Response of component A to step signal, where the dashed represent the step 
signal initiated at 1 0.01α =  and rapidly transits to 1 0.11α =  at time 4000t = . 

From left to right, 2β  
is 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0. (B) The response time 

of bistable system subjected to step signal. Increasing the value of 2β  
will 

enhance the response time. (C) Time series of stochastic switch in bistable 
system for 3 0.225k = (red line) and blue curves when 3 0.425k =  (Blue line). 

(D) The mean first passage time of the noise induced switch for 2 5000K = , 
the value of other parameters are same as those in Table 2.  

 
An important index to measure the switch frequency is the 
mean first passage time (mFPT)[37, 38] (i.e. the average time 
it takes to switch gene expression states from low stable state 
to high stable state). The mFPT is inversely related to the 
number of cells in a bacterial population that transit to the 
high stable state during a limited time window. In Fig. 5(D), 
we present the mFPT versus the value of the maximal 
transcription rate 3k for 2 5000K = . It can be seen that the 
MFPT increase exponentially as the increasing of 3k . The 
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mFPT for the system increase more than 17 times when 3k  
increase from 0.1 to 1.4. 
 

B. Circuit  Ⅱ 
By analysis, we find that the additional toggle switch has the 
following effects on the function of the activator-repressor 
circuit. 
 
Enhance the stimulation threshold for oscillation 

Previous studies have shown that the activator-repressor 
circuit can exhibit various dynamical behaviors including 
excitability and oscillation. Biological oscillations underlie 
many physiological functions in cells, ranging from basic 
processes such as cell growth and division [31] to 
evolutionary environmental adaptation such as circadian 
rhythmicity [39]. Many circuit architectures have been 
proposed to explain the observed periodic behavior in terms 
of limit-cycle attractors of nonlinear dynamical models [3]. 
The activator-repressor circuit is one of the regulatory 
networks used to investigate relaxation-type oscillations. 

Mathematically, this oscillation behavior arises from 
Hopf bifurcation or SNIC bifurcation[27]. In this paper we 
only focus on the oscillation arises from SNIC bifurcation. 
Fig. 6 shows a bifurcation diagram, where thick lines 
represents the limit cycle, and thin solid lines and dashed 
lines represent the stable state and unstable fixed points, 
respectively. When the stimulation 1α  is beyond the SNIC 
bifurcation point (at which point the saddle point collides 
with a stable limit cycle that surrounds the unstable spiral 
point), the system display oscillation. But when stimulation 

1α  is below the SNIC point, the system will stay in the low 
stable state. Fig. 6 also shows the bifurcation diagram when 
we vary the maximum transcription rate 2β  of B. Increasing 

2β  has a little influence on the shape of the limit cycle, but 
altering the position of the SNIC bifurcation point 
remarkably. Intuitively, when the stimulation is low, the 
auto-positive feedback loop cannot be activated and the 
system stays in the low stable state. Large stimulation can 
activate the auto-positive feedback loop and further increase 
the concentration of A. If the concentration of A reaches a 
critical value, the negative feedback is activated which drive 
the system back to the low state. Increasing 2β  can enhance 
the activation threshold effK , which make the auto-positive 
feedback difficult to be activated. Since when concentration 
of A is low, the auto- positive feedback loop is not activated, 
increasing 2β  will not affect the concentration of A. When 
concentration of A is high, the concentration of B is very low. 
Therefore the effect of increasing 2β  is negligible. Since the 
SNIC act as the same role as stimulation threshold for 
oscillation, our results suggest that the additional toggle 
switch in the activator-repressor circuits enhance the 
stimulation threshold to generate oscillation. 
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Fig. 6(color online) Bifurcation diagram for Circuit B. The thick lines 
represent the limit cycle, and the solid lines and dashed lines represent the 
stable state and unstable fixed points, respectively. The saddle point 
collides with a stable limit cycle at the SNIC point. Line ,a b  and c  
represent bifurcation diagram for 2 2.5, 4.5β =

 
and 6.5 , the value of other 

parameters are same as those in Table 2.  
 

 
Increase oscillation period without affecting oscillation 
amplitude 
 

It has been known that the single negative feedback loop 
with significant non-linearity or time delay can generate 
oscillation. While the positive feedback loops are not 
essential to generate oscillation. Theoretic comparison of 
negative-feedback -only and negative-plus-positive models 
leads to the conclusion that the positive feedback loop 
significantly increases the frequency range of oscillator 
without significantly altering the amplitude[10]. However, it 
is still unclear that which kind of positive feedback loop is 
more appropriate to achieve tunable frequency. Furthermore, 
in the previous studies, the frequency can only be tuned by 
changing the input stimulus. In this subsection, we will show 
that the additional toggle switch can tune the frequency 
independent of the input stimulus, which provide a new 
mechanism to achieve tunable frequency with nearly constant 
amplitude. 

        Fig. 7(A) shows the shape of oscillation when we vary 
the maximum expression rate 2β  of B from 4.5 to 5.0, but 
keep the stimulus 1 0.03α = . It can be seen that increasing 
the value of 2β  will increase the period of the oscillation but 
do not significantly altering the amplitude of the oscillation.  
Fig. 7(B) shows the normalized frequency and amplitude 
when we increase 2β  from 4.5 to 5.6. The frequency 
decrease about 25 fold but the amplitude almost maintains 
the same. As 2β  approaches 5.6, we observe that the 
frequency decreases rapidly. This would be because when the 
system approaches the SNIC point from the right side 
(referring to Fig. 6), the frequency tends to 0. 
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Fig. 7(color online) Frequency tunability by the toggle switch (A) The 
shape of the limit cycle when the value of 2β  

is 4.5, 4.6, 4.7, 4.8, 4.9 and 
5 (from left to right), the value of other parameters are same as those in 
Table 2. (B) The normalized amplitude and frequency as a function of 

2β , where F and A  denote frequency and amplitude of the limit cycle 
respectively, minF and 

minA  denote the frequency and amplitude for 

2 5.6β = . (C) and (D) the mean switch time and the amplitude of 
oscillation in stochastic condition for 1 0.01k = (  ) and 

1 0.0022k = ( × ), 
the value of other parameters are same as those in Table 2. 
 

In the stochastic condition, we use Gillespie’s first 
reaction method [36] to simulate the chemical reactions listed 
in table 1. We use the mean switching time (namely, the 
average time between spontaneous switching events) to 
quantify the frequency of oscillation. In Fig. 7 (C) and (D), 
we present the mean switching time τ  versus the 
transcription rate 3k  of component B . When 1 0.01k = (the 
basal transcription rate of component A ), the system display 
oscillation in both deterministic condition (data is not shown) 
and stochastic condition. Increasing the transcription rate 3k  
from 0.2 to 3 will enhance the mean switch time from 7869 s 
to 25010 s, while the amplitude of oscillation decrease from 
157 to 133. The frequency of oscillation change more 
drastically than the amplitude of oscillation. 
When 1 0.0022k = , the system cannot display oscillation in 
deterministic condition (data is not shown), but displays 
stochastic oscillations in the stochastic case. We also call this 
phenomenon as stochastic oscillator. Moreover, we find that 
the frequency of stochastic oscillations increases more 
drastically when the transcription rate 3k  increases from 0.2 
to 3. 

IV. CONCLUSION AND DISCUSSION 
The toggle switch is found in various genetic networks 

across all organisms. It has been shown that the toggle switch 
can serve as a basic circuit to achieve bistability and 
hysteresis [40]. However, in many cases, the toggle switch is 
not essential but is secondary to a functional network [14, 15]. 
For two simplest circuits, the auto-activator and activator-
repressor circuits, which generate two different kinds of 
dynamical behaviors, bistability and oscillation, we have 
shown that the toggle switch acts as a tinker to both circuits, 
that is, it can tune or elaborate the function of both circuits.  

Bistability is a fundamental behavior of biological 
systems and has been studied extensively through 
experiments, theoretical analysis and numerical simulation 
[41, 42, 7, 43, 9]. The auto-activator is the simplest circuit to 
achieve the bistable switch [6, 44]. We have shown that when 
the toggle switch is added to the auto-activator circuit, it can 
elaborate the function. Specifically, the toggle switch can 
enhance the stimulation threshold for bistable switch but does 
not significantly alter the two stable states of this circuit. 
Moreover, it can tune the frequency of random switch 
resulted from molecular noise. These results would be of 
biological significance. In fact, recall that in the competence 
development of Bacillus subtilis [45, 11, 12], the auto-
activator comprised of ComK is the core architecture to 
generate a bistable expression pattern. Previous experiments 
showed that the toggle switch comprised of RoK and ComK 
[45] can affect the proportion of competence cells. Our result 
can provide an explanation for this phenomenon since we 
have shown that the toggle switch can enhance the 
stimulation threshold for bistable switch but the enhanced 
stimulation threshold can decrease switching frequency.  

  Oscillations also occur in many contexts such as 
metabolism, signaling, and development. The lest 
requirement for a circuit to generate oscillations is a negative 
feedback loop with time delay [3], but the corresponding 
oscillations are relatively unstable. The activator-repressor 
system is one of the most common architectures to achieve 
robust oscillations [46]. We have shown that the additional 
toggle switch can enhance the stimulation threshold for this 
circuit to generate oscillations. In addition, it can tune the 
frequency of oscillations without significantly altering the 
amplitude of oscillations. In contrast to a previous study, 
which showed that positive feedback loop can tune frequency 
to a wide range but keep a near constant amplitude [10], our 
study suggests that the additional toggle switch can provide 
another mechanism for achieving a tunable frequency with a 
near constant amplitude.   

     Except for bistability and oscillation, excitability is an 
interesting behavior, and can occur in a regulatory network 
with interlinked positive and negative feedback loops [12, 
26], exemplified by a transient differential into competence 
in Bacillus subtilis [12]. We have numerically found that the 
additional toggle switch can also modify the excitable 
behavior (data are not shown). As shown in Fig. 6, when 1α  
is below the SNIC bifurcation point, the system possesses 
one low stable state, one saddle node, and one unstable spiral 
state, imply that it can display excitability. Only stimulation 
that transcends the SNIC point can trigger a large excitable 
response and then return to the low stable state. So when 
SNIC is enhanced, a large perturbation is required to trigger 
an excitable response. We can show that the additional toggle 
switch tunes the activation threshold for excitability. In 
addition, it does not significantly alter the amplitude of 
oscillations, nor can it affect the high state in excitable switch.  

Besides two simple architectures discussed here, the 
toggle switch is found as a secondary module in more 
complex networks. The insight gained from the study of the 
simple motifs would provide a basis for understanding more 
complex networks assembled by simple building blocks. A 
clearer understanding for the role of toggle switch as a tinker 
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would be important for bio-engineering or artificial control of 
specified components, interaction, and even network 
functions. It is expecting that the results presented here 
provide a new view on how gene expression is regulated as 
well as guidelines for experiments. 
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