A Tabu Search Based Algorithm for Cargo Loading Problem

Li Pan\textsuperscript{1} Joshua Z. Huang\textsuperscript{2} Sydney C.K. Chu\textsuperscript{1}

\textsuperscript{1}Department of Mathematics, University of Hong Kong, Hong Kong, China
\textsuperscript{2}E-Business Technology Institute, University of Hong Kong, Hong Kong, China

Abstract Given a finite set of three-dimensional boxes in different sizes and an unlimited set of containers in the same size, the cargo loading problem is to determine the minimum number of containers that can contain all the boxes. The problem is NP-hard. In this paper, we propose to use Tabu search optimization with a tree-based heuristic cargo loading algorithm as its inner heuristic to solve this problem. This approach is more flexible in taking different box conditions into consideration. Experimental results have shown that the new approach could find better solutions on average than those by other recent meta- or heuristic algorithms.
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1 Introduction

Cargo loading or container loading is an important operation in modern logistics. Hundreds of containers are loaded daily at many large distribution centers and manufacture warehouses. Unfortunately, loading operations are still manual in many warehouses. Improvement on container capacity utilization and loading efficiency can significantly reduce logistics costs.

In warehouse logistics, cargo loading operation involves two problems: determining the minimum number of containers that are required and loading each container to better utilize its capacity. Mathematically, the cargo loading problem can be seen as a specific aspect of the three-dimensional bin packing problem (3BPP), i.e., allocating without overlapping a finite set of rectangular items (cargos) into bins (containers) so as to meet certain objectives. Some examples are:

1. Minimize the number of the bins to pack all items.
2. Maximize the total volume of items that can be packed into one bin.
3. Find a method to pack all given items into one bin.

In real applications, certain constraints are often added to the optimization process. For example, item orientation, spatial relationship, packing sequence, etc. These additional constraints further complicate the process to optimize the objectives. Generally speaking, the cargo loading problem is NP-hard. Therefore, heuristic methods are often used for its solution.
In this paper, we present a tree-based heuristic algorithm to load containers. We first vertically divide a container into layers and pack items into these layers. We treat each layer as a rectangle and transform the 3D packing problem into a 2D packing problem. Based on the B-tree structure [1], we recursively partition a layer into a set of smaller rectangles according to the size distribution of items to be packed and represent each rectangle as a node of a binary tree. Each item is allocated to a node and the packing location in the layer is recorded. As such, a tree with allocated items is a packing plan for the physical packing of the items. The major advantages of this algorithm are its efficiency and flexibility to consider different packing conditions. Therefore, it is suitable for real applications. After the trees for all layers are generated, we use a dynamic programming method to pack containers vertically and hence determine the initial number of containers that are needed to pack the given set of items.

We use Tabu search framework [9] to further optimize the packing plan by repacking some containers with different subsets of items to reduce the number of containers that are finally needed. In this optimization process, utilization of capacity of some containers is increased. Experimental results have shown that the new approach could find solutions on average better than those by some other cargo loading methods.

The remainder of this paper is structured as follows: Section 2 presents the packing problem and related work. Section 3 introduces the tree-based heuristic algorithm for container loading. Section 4 describes the Tabu search process for optimization. Experiments and comparison analysis are given in Section 5. Finally, the paper is briefly concluded in Section 6.

2 Problem statement and related work

The cargo loading problem is a special case of the 3D bin packing problem (3BPP). The 3BPP problem can be simply stated as follows: Given a set of \( n \) three-dimensional rectangular items characterized by length \( l_i \), width \( w_i \), and height \( h_i \) (\( i = 1, 2, \ldots, n \)), and an unlimited set of identical three-dimensional bins of length \( L \), width \( W \), and height \( H \), find the minimal number of bins that can contain all items. The sides of items are packed in parallel with sides of the bins and items can be rotated 90° on the flat floor.

It is known that this problem is NP-hard, since even the one-dimensional bin packing problem is NP-hard [6]. Hence, heuristic methods are often used as alternatives to give “acceptable” solutions within a comparatively short time. Over the last two decades, there has been considerable advances in methods for solving a wide variety of 3BPP. In [12], the first exact branch-and-bound algorithm was proposed for 3BPP. Extensive computational results show that only small scale problems (less than 90 items) can be solved through this method within a reasonable time. When the problem size increases, the computational time of the exact method grows exponentially. Therefore, recent research on 3BPP is more focused on heuristic algorithms. First fit decreasing (FFD) and best fit decreasing (BFD) algorithms are two fast heuristic algorithms [4] that are often used as inner heuristics in new metaheuristic algorithms. In [9], a new approximation algorithm for packing bins with fixed item orientation was presented. It was used as a subordinate heuristic part within the Tabu Search metaheuristics. C code for this algorithm to solve two- or three-dimensional bin packing problems is given in [10]. Genetic algorithms, simulated annealing and some other heuristics are also used in solving the bin-packing problems.
In this section we propose a binary tree heuristic algorithm that is used as the inner heuristic algorithm for the tabu search. The B-tree heuristic algorithm packs the items by layers which are vertical partitions of bins. The first layer lay on the base of the bin. A layer is viewed as a rectangle with a size of $L \times W$, while $L$ and $W$ are the length and the width of the rectangle which are equal to the inner length and width of the bin. To pack items in a layer, each item is also viewed as a rectangle of size $l_i \times w_i$, where $l_i$ and $w_i$ are the length and the width of the rectangle. Items are packed in parallel with the sides of the layer.

Given a set of items to be packed in a layer, the height of the layer is defined by the tallest item packed on this layer. The packing location of an item is defined by its lower left corner, denoted as $p$.

In the following, we present the binary tree representation of a packed layer and the heuristic algorithm for packing a layer.

### 3.1 B-tree representation of a layer packing plan

Given a set of items and a layer, the plan of packing these items in the layer can be represented as a binary tree as shown in Fig.1. Except for the root, each node represents an area that is partitioned from the layer. Items are packed in the areas of the nodes. The area of a parent node contains all areas of its child nodes. The difference between the parent node area and the child node areas is the area that an item is packed in the parent node.

Fig.2 shows the information being recorded in the root and nodes. The root node contains the height of the layer which is the height of the tallest item being packed. A node contains information about its parent, its children (two branches), the area (Packing Area) the node represents, the item packed, the packing position, and the remaining packing

![Figure 1: A layer packing plan tree.](image-url)
area, i.e., the area remained after packing the item. This remaining area is used as possible packing areas for its child nodes. If the node has not been packed, the remaining area is equal to the packing area, for instance node F in Fig.1.

In generating a B-tree from a set of items, say item $i$, there are four operations that can be performed at node $j$. As shown in Fig.3, if node $j$ is packed and, after packing item $i$, the remaining area is still big enough to pack a new item, two child nodes are created, one for packing item $i$ and one containing an area that is partitioned from the remaining area (Fig.3(a)). If node $j$ is packed and the remaining area is not big enough to pack a new item after packing $i$, two child nodes are created, one containing the packed item with all the remaining area of node $j$ as its packing area and one being a dummy node (Fig.3(b)). If node $j$ is not packed and the remaining area is still big enough to pack a new item after packing item $i$, then pack $i$ and create two child nodes with packing areas partitioned by the packed item from the remaining area of node $j$ (Fig.3(c)). If node $j$ is not packed and after packing $i$, the remaining area is not big enough to pack a new item, then leave this node as a leaf node (Fig.3(d)).

## 3.2 Packing method

For some classical finite Bin-packing algorithms, like Finite next-fit, Finite first-fit, etc. [2], the poor absolute worst case performance is mainly due to their level-oriented characteristics. Since the items are packed with their bottom edges on a level and the height of the level is defined by the tallest item packed on this level, some available areas are often wasted. The B-tree algorithm can reduce the wasted areas by adopting sub-branches instead of one level.

We pack the items with similar heights on the same layer so we first sort all the items on height and arrange the items in the order of decreasing heights. Then, we partition the items into clusters with different ranges of item heights. The clustering procedure is as follows. The first cluster contains the items whose height is taller than $\beta h_1 (\beta < 1)$ where $h_1$ is the height of the tallest item. Assume item $i$ is the tallest item in the remaining items. The next cluster contains the items whose heights are taller than $\beta h_i$. The process continues until all items are clustered.
Figure 3: Packing and branching conditions without considering rotation: (a) One item has been packed on node $j$, and the remaining area can be further branched into two slices after packing $i$; (b) One item has been packed on node $j$, and the remaining area cannot be further branched; (c) No item has been packed on node $j$, and the remaining area can be further branched into two slices after packing $i$; (d) No item has been packed on node $j$, and the remaining area cannot be further branched.

In each cluster, the items are sorted by width and arranged from the widest item to the narrowest item. Starting from the widest item, the B-tree packing algorithm packs the items in the cluster one at a time. The items are packed in the increasing order of clusters.

To begin, we initialize a new tree with a root node and try to pack the first item at the lower left corner of the new layer. The first item divides the layer into two areas and two child nodes are created to represent the two packing areas as the left and the right child node of the root respectively. The first item is packed to the left child node. The lower left corner of the layer is recorded as the packing position of the first item. The remaining packing area is calculated as described below. The right child node only records the packing area that is not packed (like the situations in Fig. 3(c) and 3(d)).

To pack a new item in the remaining areas of the nodes, the tree is traversed by the item across all the nodes that can pack the item and a node is identified that can pack the item with the minimal waste area. The depth-first traversal order is used in this process.

The waste area is calculated as follows: For item $i$ with size of $(l_i \times w_i)$ to be pack to node $j$, the remaining area of node $j$ is $S_j$ ($S_j = L_{1j}, L_{2j} \times W_{1j}, W_{2j}$), where $L_{1j}, L_{2j}, W_{1j}, W_{2j}$ are the coordinates of the length side and the width side of $S_j$. $<L_{1j}, L_{2j}>$ represents the length segment and $<W_{1j}, W_{2j}>$ the width segment.
record the packing area and the remaining area as \(< L_1j + l_i, L_2j > \times < W_1j, W_1j + w_j >\). For the right node, record the packing area and the remaining area as \(< L_1j, L_2j > \times < W_1j + w_i, W_2j >\). Both child nodes record no packing information.

(b) If \(\text{minWA}\) is calculated from condition 1.(b), add packing information of item \(i\) to node \(j\) and do not create child nodes.

(c) If \(\text{minWA}\) is calculated from condition 2.(a), add packing information of item \(i\) to node \(j\), and create two new child nodes from node \(j\). For the left node, record the packing area and the remaining area as \(< L_1j + w_i, L_2j > \times < W_1j, W_1j + l_i >\). For the right node, record the packing area and the remaining area as \(< L_1j, L_2j > \times < W_1j + l_i, W_2j >\). Both child nodes record no packing information.

(d) If \(\text{minWA}\) is calculated from condition 2.(b), add packing information of item \(i\) to node \(j\) and do not create child nodes.

Item \(i\) will be packed at position \(p\) in order of preference:

1. In an initialized layer of height bigger than or equal to \(h_i\), at position \(p\) with the smallest \(\text{WA}\);
2. In an initialized layer of height less than \(h_i\), at position \(p\) with the smallest \(\text{WA}\) and updating the layer’s height;
3. Create a new layer (tree), with its lower left corner packed in the lower left corner of the new layer.

3.3 Bin packing

After packing all items into layers, we need to pack all layers into bins. Let \(H_1, H_2, \ldots, H_s\) represent \(s\) different heights in \(n\) layers. \(n_j\) layers have height \(H_j\). A finite bin packing solution is obtained by a dynamic programming technique as follows.

Assume we have \(n\) layers with \(s\) different heights \(H_1, H_2, \ldots, H_s\) to be packed into the containers. Let \(H\) be the height of containers and \(H_i\) the height of \(n_i\) layers with the same height. The bin packing problem can be formulated to a one-dimensional multiple length cutting problem with only one length. A cutting pattern is defined if we can find integers \(a_i \geq 0, i = 1, \ldots, s\) such that \(a_1H_1 + a_2H_2 + \cdots + a_sH_s \leq H\). Suppose that the \(j\)th cutting pattern generates \(a_j\) pieces of length \(H_j\). Let \(x_j\) be the number of times the \(j\)th cutting pattern is used. The problem is formulated as follows:

\[
\text{Minimize } c = x_1 + x_2 + \cdots + x_k \\
\text{Subject to } a_1x_1 + a_2x_2 + \cdots + a_sx_k \geq n_i, i = 1, \ldots, s \\
x_j \geq 0, x_j \text{ integer } j = 1, \ldots, k
\]

where \(k\) is the total number of possible cutting patterns. The method to solve this problem is to cut the first length \(H\) using dynamic programming to minimize the wastage left. Then, we cut the second length \(H\) and so on until all required pieces are cut. During the \(N\)th cutting procedure, let \(y_i\) be the number of the \(i\)th group of layers created in the cutting procedure, and \(R_i\) the number of pieces of layer \(i\) remained to be cut after \(N - 1\) cuttings. The sub-problem for each cutting procedure can be formulated as follows:
Maximize \( y_1H_1 + y_2H_2 + \cdots + y_sH_s \)
Subject to \( y_1H_1 + y_2H_2 + \cdots + y_sH_s \leq L \)
\( y_i \leq R_i, i = 1, \ldots, s \)
\( y_i \) non-negative integers

This can be solved by dynamic programming as:

\[
f_l(x) = \max \left\{ \sum_{i=1}^{l} y_iH_i : \sum_{i=1}^{l} y_iH_i \leq x, y_i \in \{0, 1, \ldots, R_i\} \right\}
\]
\[
P_l(x) = \text{number of type } l \text{ used in } f_l(x)
\]

where

\[
f_0(x) = 0, \text{ for all } x
\]
\[
f_l(0) = 0, \text{ for all } l
\]
\[
f_l(x) = \max_{x \leq \min\{R_i, \lfloor x/H_l \rfloor\}} \left\{ f_{l-1}(x - i \ast H_l) + i \ast H_l \right\}
\]
\[
P_l(x) = \text{value of } i \text{ used in } f_l(x)
\]

Repeatedly solving this sub-problem until all \( R_i = 0 \) gives the final solution.

4 A Tabu search approach

The metaheuristic method is a good way for guiding the operations of a subordinate heuristic to find a better solution for complicated combinatorial problems. In this paper, we use a tabu search metaheuristic technique. Reader is referred to [7] for an introduction to the tabu search algorithm. The approach is based on [9], in which the search scheme and neighborhood size are independent of the specific problem to be solved and the neighborhood size and structure are varied dynamically during the search procedure.

The initial upper bound solution is obtained by executing the B-tree heuristic algorithm. For a given set of items \( S \), let \( B(S) \) represent the output solution of executing B-tree heuristic algorithm on \( S \). The search is started by packing each item into a separate bin. During the next steps, the target of search is trying to reduce the number of bins used. Here, let \( n^c \) represent the number of bins used in the current solution.

The target is reached by repacking a set of items \( S \), trying to empty a target bin to improve the current solution. The target bin is chosen on the fact that, if a bin contains less and/or smaller items, it is more likely to be emptied through local optimization. We adopted the same policy used in [9], i.e., the target bin \( S_t \) is defined as the one which minimizes the filling function \( (\alpha \) is a prefixed non-negative parameter).

\[
\phi(S_t) = \alpha \frac{\sum_{j \subseteq S_t} l_{j}w_{j}h_{j}}{LWH} - \frac{|S_t|}{n}
\]

in which, \( n \) is the size of the problem. The first part of the formula represents the space utilization when \( \alpha = 1 \) and the second part is the ratio of the number of items packed in bin \( i \) to the number of all items.

At each iteration, we construct one set \( S \), which is combined by one item \( j \) from target bin \( S_t \) and other \( k \) bins in the current solution. The new packing for set \( S \) is obtained by executing the B-tree algorithm \( B \) on \( S \). The parameter \( k \) represents the size of the searching neighborhood, which is dynamically changed during the search procedure.
If $B(S) \leq k$, we can remove item $j$ out of target bin $S_t$ without creating more bins. Then, we update the packing solution $n'$, reduce $k$ by one unit, select another item from $S_t$ to construct a new set $S$, and apply B-tree algorithm on them. Otherwise, $S$ is reconstructed by a different set of $k$ bins in the current solution; or when all the possible combinations of k-tuple bins have been considered for item $j$, we select another item in the target bin and apply B-tree algorithm on them. There are a tabu list and a tabu tenure $\tau_k (k = 1, \ldots, k_{\text{max}})$ for each neighborhood size $k$. Each tabu list stores the filling function values for the last $\tau_k$ moves performed in the corresponding $k$.

The search procedure is stopped if all item $j$ from the target bin and all combination conditions of k-tuple bins in the current solution have been considered without obtaining any acceptable moves, or $m$ moves have been run without improving packing solution ($m$ is a prefixed positive integer parameter). For both cases, if $k$ is less than a prefixed limit, increase $k$ by one unit and explore the new neighborhood; otherwise, apply a diversification procedure.

There are two kinds of diversification actions: the first selecting the target bin with the second smallest value of the filling function; the second repacking items from the $\lfloor n_c/2 \rfloor$ bins with the smallest filling function value into separate bins. For both cases, empty all the tabu list and reset $k = 1$.

5 Computational experiments

In this section, we present the results of this new algorithm from computational experiments. The results have shown that within a short computation time this algorithm produced better solutions on average than other meta- or heuristic algorithms we have compared.

The algorithm was coded in C and run in a Centrino Duo processors personal computer. The test data was generated in reference with the data generation methods published in [12]. For the B-tree algorithm and tabu search approach the parameters were set to the following values: $\beta = 0.5, \alpha = 3.5, k_{\text{max}} = 3, \tau = 20$ and $m = 20$.

5.1 Test data

Six classes of test data were generated with the same method as in [12]. The data sets contained 50 to 150 items. The distributions of the items in these data sets were:

- Type 1: the majority of items are very high and long.
- Type 4: the majority of items are big.
- Type 5: the majority of items are small.
- Type 6: items with dimensions randomly generated in a small interval.
- Type 7: items with dimensions randomly generated in a medium interval.
- Type 8: items with dimensions randomly generated in a large interval.

We did not generate data of Types 2 and 3 as in [12], because the items can be rotated on the flat surface, meaning that these two types are similar to Type 1. For each type and each number of items (i.e., 50, 100, 150), ten data sets were generated.

To evaluate the tabu search based heuristic algorithm (TSBH), we compared the results with the B-tree (only) algorithm presented in Section 3, the guided local search heuristic algorithm (GLS) [8], the HA and HATS algorithms [9] and the MPV algorithm
[12]. GLS iteratively decreases the number of bins used by searching for feasible packing of bins. HATS is another tabu search algorithm using HA, a two-phase heuristic algorithm, as its inner heuristic algorithm. The MPV algorithm reaches an exact solution if it gets sufficient time. In the next section, we present the computational results.

### 5.2 Test results

The results of averages of bins used are summarized in Table 1. The first three columns give the problem class (with bin size) and the number of items n. For each algorithm, we report the average number of bins used from ten data set. TSBH was run with a time limit of 120 CPU seconds. GLS and MPV were run with a time limit of 1000 CPU seconds while HATS was run with a time limit of 60 CPU seconds. The computing times of B-tree algorithm and HA were negligible.

From Table 1, we can see that our results are satisfactory. The TSBH algorithm generally improved the initial deterministic solution produced by the inner heuristic B-tree. For most cases, TSBH found solutions similar to or better than other meta- or heuristic algorithms. Even though for some cases, the inner heuristic algorithm B-tree alone did not perform as well as HA, after combining with tabu search approach, the results of TSBH were generally better than those of HATS. Among TSBH, GLS and MPV, TSBH (and GLS) obtained equal or better solutions than the MPV algorithm for all except one class data, and a slightly better average solution than GLS, with far less time. On average, the TSBH algorithm used 18.27 bins which was the minimum among all the above algorithms and was very comparable to GLS.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>50</td>
<td>13.0</td>
<td>13.4</td>
<td>13.4</td>
<td>13.4</td>
<td>13.9</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>×</td>
<td>100</td>
<td>23.8</td>
<td>27.9</td>
<td>26.7</td>
<td>27.1</td>
<td>27.6</td>
<td>27.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>37.9</td>
<td>42.8</td>
<td>37.0</td>
<td>37.3</td>
<td>38.1</td>
<td>38.2</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>50</td>
<td>29.1</td>
<td>29.1</td>
<td>29.4</td>
<td>29.4</td>
<td>29.4</td>
<td>29.4</td>
</tr>
<tr>
<td></td>
<td>×</td>
<td>100</td>
<td>58.3</td>
<td>58.4</td>
<td>59.0</td>
<td>59.0</td>
<td>59.0</td>
<td>59.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>85.1</td>
<td>85.1</td>
<td>86.8</td>
<td>86.8</td>
<td>86.9</td>
<td>87.2</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>50</td>
<td>7.0</td>
<td>7.7</td>
<td>8.3</td>
<td>8.4</td>
<td>8.5</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td>×</td>
<td>100</td>
<td>15.1</td>
<td>17.0</td>
<td>15.1</td>
<td>15.1</td>
<td>15.8</td>
<td>17.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>21.0</td>
<td>23.4</td>
<td>20.2</td>
<td>20.7</td>
<td>21.4</td>
<td>24.0</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>50</td>
<td>9.8</td>
<td>10.6</td>
<td>9.8</td>
<td>9.9</td>
<td>10.5</td>
<td>9.8</td>
</tr>
<tr>
<td></td>
<td>×</td>
<td>100</td>
<td>19.1</td>
<td>20.3</td>
<td>19.1</td>
<td>19.3</td>
<td>20.0</td>
<td>19.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>29.1</td>
<td>30.6</td>
<td>29.4</td>
<td>29.7</td>
<td>30.6</td>
<td>29.6</td>
</tr>
<tr>
<td>7</td>
<td>40</td>
<td>50</td>
<td>6.8</td>
<td>7.6</td>
<td>7.4</td>
<td>7.5</td>
<td>8.0</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>×</td>
<td>100</td>
<td>13.9</td>
<td>16.0</td>
<td>12.3</td>
<td>12.6</td>
<td>13.3</td>
<td>15.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>17.9</td>
<td>21.0</td>
<td>15.8</td>
<td>16.5</td>
<td>17.2</td>
<td>19.7</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>50</td>
<td>8.9</td>
<td>10.6</td>
<td>9.2</td>
<td>9.3</td>
<td>9.9</td>
<td>10.1</td>
</tr>
<tr>
<td></td>
<td>×</td>
<td>100</td>
<td>18.0</td>
<td>20.8</td>
<td>18.9</td>
<td>19.0</td>
<td>19.9</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>150</td>
<td>24.4</td>
<td>28.4</td>
<td>23.9</td>
<td>24.6</td>
<td>25.7</td>
<td>27.3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>438.5</td>
<td>473.2</td>
<td>441.7</td>
<td>446.6</td>
<td>455.7</td>
<td>465.1</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td>18.27</td>
<td>19.72</td>
<td>18.40</td>
<td>18.57</td>
<td>18.99</td>
<td>19.38</td>
</tr>
</tbody>
</table>

Table 1: Experimental results: averages of ten instances for each class and size.
6 Conclusion

The cargo loading problem is a specific problem of the three-dimensional bin packing problems. It’s NP-hard and computationally difficult to solve. We have presented a Tabu search based method with a B-tree heuristic algorithm as its inner heuristics. Computational experiments have shown that the new method is effective and on average yields good results compared with some recent meta- or heuristic algorithms.
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