Non-unique Probe Selection with Group Testing
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Abstract  Non-unique probe selection is an important research problem in computational molecular biology. One of approaches to study it is group testing. A minimization problem arisen from such study is as follows: Give a binary matrix, find a $d$-disjunct submatrix with the minimum number of rows and the same number of columns. We give a mini survey on its computational complexity show and approximation algorithms.

Every person has an ID and different persons have different IDs. Therefore, it is easy to identify a person with ID. However, if different persons may have the same ID and a person may have more than one IDs, it would be a problem to identify a person with IDs. In computational molecular biology, there is a similar problem. A probe is a short oligonucleotide of size 8-25, which plays a role of ID for identifying a virus in a biological sample through hybridization. When each probe hybridizes to a unique virus, identification is straightforward. However, unique probes are very hard to be obtained, especially for virus subtypes which are closely related. Given a biological sample and a set of probes each of which may hybridize not only one viruses, how to select probes to identify viruses in the biological sample. This problem is called the non-unique probe selection, which is a hot research topic currently in computational molecular biology.

If the biological sample contains only one virus, selected probes should satisfy the condition that different viruses hybridize different sets of probes. In general, if the biological sample contains at most $d$ viruses, selected probes should satisfy the condition that different sets of at most $d$ viruses should hybridize different sets of probes. Schilep, Torney and Rahman [9] consider each virus as an item and for each probe, the set all viruses hybridized to it as a pool. Based on classical theory of nonadaptive group testing, the above condition means that incidence matrix between items and pool is $d$-separable; in such a case, the test-outcome can identify up to $d$ viruses in biological sample.
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For $n$ items with $t$ pools, the incidence matrix is an $t \times n$ binary matrix with rows labeled by pools and columns labeled by items and cell $(i, j)$ contains 1-entry if and only if the $i$th pool contains item $j$. A binary matrix is $d$-separable if all boolean sums of at most $d$ columns are distinct. If each column is seen as a set of rows corresponding to 1-entries in the column, then the boolean sum can be seen as a union of columns which is a classic statement in the study of group testing.

When a probe is hybridized by some virus in a biological sample, we say that the test-outcome is positive; otherwise, the test-outcome is negative. Test-outcomes for all probes can be written as a column vector which is exactly the union of columns corresponding viruses contained in the biological sample, where 1 denotes a positive outcome and 0 denotes a negative outcome. Therefore, the definition of $d$-separable matrix means that different sets of at most $d$ viruses receive different test-outcomes.

The non-unique probe selection can be solved in the following steps [9]:

1. **Step 1.** Collect a large set of non-unique probes.
2. **Step 2.** From this large set of probes, find a minimum subset of probes to identify up to $d$ viruses.
3. **Step 3.** Decode the presence or absence of viruses in the given biological sample from test-outcome.

The minimization problem in Step 2 can be described as follows:

**MIN-$\bar{d}$-SS (Minimum $\bar{d}$-Separable Submatrix).** Given a binary matrix $M$, find a minimum $\bar{d}$-separable submatrix with the same number of columns.

For any fixed $d$, MIN-$\bar{d}$-SS is NP-hard [3]. Since it is hard to decode the test-outcome from a $\bar{d}$-separable matrix [3], Thai et al. [11] considered to use a $d$-disjunct matrix instead. A binary matrix is $d$-disjunct if any union of $d$ columns cannot contain the $(d + 1)$th column. Decoding test-outcome from a $d$-disjunct matrix is very easy [3]. This introduces another minimization problem:

**MIN-$d$-DS (Minimum $d$-Disjunct Submatrix).** Given a binary matrix $M$, find a minimum $d$-disjunct submatrix with the same number of columns.

For $d = 1$, MIN-$d$-SS is exactly the well-known minimum test cover problem [5] (also called the minimum test set problem [2] or the minimum test collection [6]). Minimum test cover problem has a greedy approximation with performance $1 + 2\ln n$ where $n$ is the number of items [2]. This suggests us to study greedy approximations for MIN-$d$-SS, MIN-$\bar{d}$-SS and MIN-$d$-DS.

Actually, it is not hard to obtain greedy approximations with performance ratio $1 + 2d\ln n$ for MIN-$d$-SS, $1 + (d + 1)\ln n$ for MIN-$d$-DS and $1 + 2d\ln(n + 1)$ for MIN-$\bar{d}$-SS. For example, let us consider MIN-$d$-DS. Consider the collection $\mathcal{S}$ of all possible pairs $(C,D)$ of one column $C$ and a subset $D$ of $d$ columns. Clearly
A row is said to cover such a pair \((C, D)\) if at this row, the entry of column \(C\) is 1 and all entries of columns in \(D\) are 0. Now, we choose rows one by one to maximize the total number of pairs newly covered by the row. This is a special case of the set cover problem. It is well-known that the greedy algorithm for the set cover has performance ratio \(1 + \ln |\mathcal{S}| < 1 + (d + 1) \ln n\).

This greedy algorithm works well only for small \(d\) because its running time is \(O(n^{d+1})\). When \(d\) is large, it is too slow. Therefore, we must look for other smart ways. Schilep, Torney and Rahman [9] proposed greedy algorithm which adds probe one by one until the incidence matrix with considered viruses form a \(d\)-separable matrix. This doesn’t work for large \(d\), neither. In fact, if \(d\) is not bounded, then testing whether a binary matrix is \(d\)-separable, or \(d\)-separable, or \(d\)-disjunct is co-NP-complete. There exist other methods [8] in the literature, which work well for small \(d\). However, no efficient method has been found to produce good solutions for larger \(d\).

When error-tolerance is considered, the design of greedy approximation becomes more interesting. Indeed, when \(d\)-disjunct is replaced by \((d; z)\)-disjunct, we meet a set \(z\)-multiple cover problem, that is, each element should be covered \(z\) times.

In some applications, the pool size cannot be too big due to the sensitivity of tests. For example, UNH suggested in ADS testing, each pool should not contain more than five blood samples. When the pool size is bounded, the problem becomes easier. For instance, let us consider the case that every pool has size at most 2 so that all pools of size 2 together with items form a graph \(G\) where pools are edges and item are vertices. Halldórsson \textit{et al.} [6] and De Bontridder \textit{et al.} [2] proved that in this case, \textsc{Min-1-SS} is still APX-hard, which means that there is no polynomial-time approximation scheme for it unless \(NP=\text{P}\). They also showed that \textsc{Min-1-SS} in this case has a polynomial-time approximation with performance ratio \(7/6 + \varepsilon\) for any fixed \(\varepsilon > 0\).

A surprising result was showed by Wang \textit{et al.} [10] that a subgraph \(H\) of \(G\) represents a \(d\)-disjunct matrix if and only if every vertex in \(H\) has degree at least \(d + 1\) and hence finding such an \(H\) with minimum number of edges is polynomial-time solvable. What is about the case that all pools have size 3? Wang \textit{et al.} proved that in this case \textsc{Min-\(d\)-DS} is still \(NP\)-hard. However, there may exist approximations with better performance.

Actually, design of nonadaptive group testing is a special case of the non-unique probe selection. In this case, every kind of probes exists, that is, for any subset of viruses, there exists a probe to hybridize exactly only viruses in this subset. Therefore, a near-optimal group testing is a constant-bounded approximation for non-unique probe selection in this special case and any good approximation solution for the non-unique probe selection can also be used to find a good design for nonadaptive group testing. Conversely, any new discovery for good design of nonadaptive group testing may also provide a hint to motivate some idea for design of good approximations of the non-unique probe selection. For example, we may get some idea to design random algorithms for the non-unique probe selection by some observation.
on random pooling designs [3]. So far, the best-known design of nonadaptive group testing is within a factor of $O(\log d)$ from the lower bound and the best-known approximation for the non-unique probe selection is within a factor of $O(\log n)$ from optimal solution. We intend to integrate results in these two research directions and find a new research points through observing interactions between these two research directions.
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