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Abstract Data compression-based methods have been effectively applied to analysis of biological
sequences and protein structures. We have been extending this approach for analysis of biological
networks. We are also developing grammar-based compression algorithms for structured data. In
this extended abstract, we briefly review these approaches.
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1 Introduction
Data compression is one of widely used technologies in computer science. It is not

only useful for compression but also for useful for measuring the similarity between two
objects because concatenated data of similar objects can be well compressed. Therefore,
data compression has been applied to comparison of large sequence data [7, 8]. This
approach has also been applied to comparison of protein structures [3, 6]. One of the
advantages of use of data compression for comparison of these kinds of data is that data
compression methods are usually very efficient and thus can be applied to large-scale
data. Since it is still difficult to compare large biological networks, it is reasonable to
try to apply data compression methods to comparison of biological networks. We have
recently examined such an approach [4].

On the other hand, the human genome consists of around 3 billion base pairs whereas
the number of cells in the human body is estimated to be 60 trillion. Therefore, it is con-
sidered that information on the human body consisting of 60 trillion cells is compressed
into 3 billion base pairs. Deciphering this data compression mechanism is one of major
goals of systems biology. We began to tackle this problem using grammar-based com-
pression, where grammar-based compression is to find a small grammar that uniquely
generates a given data [2]. Based on this concept, we are trying to develop a method to
infer a small size L-system (Lindenmayer system) that can generate a given structural data,
where an L-system is a grammatical system for modeling the growth processes of plant
development and the morphology of various organisms [10]. As a first step towards this
objective, we recently developed an approximation algorithm for computing the smallest
tree grammar that generates a given tree structured data.
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In this extended abstract, we briefly review basic ideas of data compression-based
approaches for comparison of biological sequences and protein structures. Then, we re-
view our proposed method for comparison of biological networks. Finally, we review our
proposed algorithm for approximating the smallest tree grammar.

2 Comparison of DNA Sequences and Protein Structures
Li et al. proposed the universal similarity metric (USM) [8], based on their earlier

work [7]. USM is based on the concept of Kolmogorov complexity. Kolmogorov com-
plexity K(x) for an object x is defined to be the length of the shortest program P for a
universal Turing machine which outputs x. The conditional Kolmogorov complexity of x
given y is defined to be the length of the shortest program P which outputs x when y is
given. Then, USM between two objects x and y is defined by

USM(x,y) =
max(K(x|y∗),K(y|x∗))

max(K(x),K(y))
,

where x∗,y∗ denote the shortest programs for generating x and x, respectively.
Since it is impossible to compute the exact Kolmogorov complexity, Li et al. proposed

the normalized compression distance (NCD) measure [8] defined by

NCD(x,y) =
C(xy)−min(C(x),C(y))

max(C(x),C(y))
,

where xy denotes the concatenation of x and y, and C(z) denotes the compressed size of z.
For text data (i.e., sequence data), a number of data compression algorithms have been

proposed. Thus, by combining text compression algorithms with the USM/NCD measure,
we can measure the similarity between DNA (or protein) sequences. Li et al. applied a text
compression algorithm, which is specialized for DNA sequences, to measuring similarity
between genome data [7, 8].

This data compression-based approach was also applied to comparison of protein
structures. Krasnogor and Pelta developed such a method using a contact map [6]. A
contact map is a binary matrix representing the distance between every two residues of
a three-dimensional protein structure, in which an element of the matrix is 1 if the dis-
tance between the corresponding Cα atoms is less than a predetermined threshold. In
their method, each protein structure is first transformed into a contact map and then into
a sequence by raster scanning of the contact map. Finally, the standard data compression
algorithms are applied using USM. Though a contact map was transformed into sequence
data in their method, we developed a method which directly applies image compression
algorithms to contact maps [3].

3 Comparison of Metabolic Networks
It is reasonable to try to apply the data compression-based approach to comparison

of biological networks because it is computationally hard to compare large-scale graph
structures (due to NP-hardness of the subgraph isomorphism problem). However, it is
difficult to apply existing graph compression algorithms [9] because it is not guaranteed
that the same compression result can always be obtained for identical graphs (i.e., the
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compression size may depend on the ordering of vertices). Therefore, we developed a
novel graph compression algorithm in which identical graphs are always compressed into
the same data [4]. We applied this compression algorithm using USM/NCD to compar-
ison of metabolic networks. The results of computational experiments suggest that the
proposed method is useful for comparison of large-scale network data [4].

4 Approximation of Smallest Tree Grammar
Grammar-based compression is one of well-studied methodologies for compression

of text data [2]. Grammar-based compression seeks for the minimum size grammar that
uniquely generates a given string, where a context-free grammar (CFG) is usually em-
ployed as a grammar and the size of a grammar is measured by the total number of letters
appearing in right hand side of production rules in a grammar. For example, the following
string:

acgtacgtacgtacgtacgtacgtacgtacgt

is compressed into the following minimum size context-free grammar:

S→ AA, A→ BB, B→CC, C→ acgt.

Grammar-based compression is useful not only for data compression but also for extrac-
tion of patterns in a given string. Since grammar-based compression is NP-hard, approx-
imation algorithms have been developed [2].

It is reasonable to try to extend grammar-based compression for analysis of graph
structured data. In particular, it is reasonable to try to infer L-systems from given com-
plex morphological data because L-systems have been extensively studied for modeling
developmental processes of various organisms. For that purpose, since an L-system is
considered as a kind of graph grammar, we should develop grammar-based compres-
sion algorithms for graph grammars. However, to our knowledge, there had been no
algorithm with a guaranteed approximation ratio even for grammar-based compression of
tree structured data. Therefore, we recently defined an elementary ordered tree grammar
(EOTG) by extending CFG for ordered trees and developed a grammar-based compres-
sion algorithm (named TREE-BISECTION) for EOTG [1] by extending the BISECTION
algorithm for string data [2]. Though the approximation ratio of TREE-BISECTION is
O(n5/6) and thus is not good, we hope that it stimulates further theoretical and practical
studies and leads to discovery of patterns in generation of complex biological systems. We
also extended the BISECTION algorithm for grammar-based compression of rectangular
image data [5], which may be useful for comparison of protein structures.
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