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Abstract

Many pairwise models are proposed for ranking problems in the field of information retrieval. Classification problems in the field of data mining also use pairwise comparison. However, conventionally, these pairwise approaches are evaluated based on standard evaluation metrics. The original rating for a single document or instance is not explained faithfully, which makes these models cannot be evaluated by standard evaluation metrics, such as Mean Average Precision and Normalized Discounted Cumulative Gain for ranking models. In this research, the focus is on how to transform pairwise based results to the original ratings. Particularly, an integer linear programming model is formulated for this problem. In this algorithm, the objective is to minimize the number of conflicts for the predicted pairwise based relationship between instances by the assignment of rating values. An example is presented in order to clarify the proposed integer linear programming method. It validates the possibility to transform pairwise based results to the original ratings, which make them to be evaluated by standard evaluation metrics.

1 Introduction

With fast development of internet, an unimaginably vast number of information can be seen. Online information facilitates many previously challengeable things. For instance, rich information is provided in search engines. Finding relevant and desired information is getting more convenient. Also, customer opinions can be identified from a large number of online reviews efficiently for both consumers and designers. However, the extremely large size of the Web makes it a challenge to digest and utilize all these online big data. How to manage big data well and provide direct insight becomes ever more important.

This problem is also a hot topic in some relevant research areas. Many innovative models are proposed to capture and process various types of information. For example, in the area of information retrieval, different ranking algorithms are developed and they are widely used in search engines [7]. One famous category of ranking models is pairwise algorithms for learning to rank. Pairwise algorithms do not directly model the relevance degree of each document. The focus is on the relative order between document pairs. Another good example is that, due to the complexity of the multiclass classification problem, different methods are established by making pairwise comparison between instance pair. These multiclass classification methods are then utilized to classify online customer reviews, etc.

However, one major problem of pairwise algorithms is that they do not interpret the original relevance degrees or classification labels faithfully. Specially, pairwise algorithms for learning to rank do not explain the relevance degree for each document explicitly. It makes that these pairwise approaches is not convenient to be evaluated by some standard evaluation metrics, such as Mean Average Precision (MAP) and Normalized Discounted Cumulative Gain (NDCG) for ranking models. Moreover, due to various reasons, it is generally difficult to train a ranking model or a classifier without errors. Comparing with ground truth, there might be some errors in the predicted ranking list or misclassified instances for multiclass classification problems. It induces that, generally, the pairwise-based results are not able to be transformed into the original ratings for all instances faithfully. For instance, the relevance preference between three document pairs are predicted as \( p(d_a) > p(d_b), p(d_b) > p(d_c), p(d_c) > p(d_a) \). Accordingly, the relevance degree of three documents cannot be assigned to satisfy all the relationship.

In this research, an integer linear programming problem is formulated for transforming pairwise based results to the original ratings. In this integer linear programming problem, the number of violations is modeled as integer variables. The objective of the integer linear programming model is to find the most suitable assignments of the ratings for instances and, at the same time, to minimize the number of conflicts for the predicted pairwise based results. An example is presented in order to clarify the proposed integer linear programming method. It validates the possibility to transform pairwise based results to the original ratings, which make them to be evaluated by standard evaluation metrics.

This rest of this paper is organized as follows: some related work about pairwise approaches is reviewed in Section 2, which is mainly on pairwise algorithms for learning to rank. The problem to be studied in this research is defined in Section 3. In Section 4, the proposed model for transforming pairwise based results to the original ratings is introduced. In Section 5, an example is presented to clarify the details of the proposed method. Finally, this research is concluded in Section 6.
2 Literature Reviews on Pairwise Approaches

In pairwise algorithms for learning to rank [6], the input space contains feature vectors of document pairs. The output space is the pairwise preference between each document pair. The hypothesis space of the pairwise approaches contains functions that take a pair of documents as input and output the relative order between them. The loss function measures the inconsistency between predicted pairwise preference and ground truth preference of document pairs. The pairwise approaches do not target at accurately predicting the relevance degree of each single document. The relative order between two documents is cared about, where the output takes values from \([-1, 1]\). In the pairwise approaches, ranking is usually reduced to a classification problem on document pairs. The preference between document pairs is evaluated in these pairwise approaches.

A neural network was built to learn a preference function for all possible document pairs in training data [1, 8]. A boosting approach on document pairs was also utilized to combine ranking functions in RankBoost [2]. Based on SVM (Support Vector Machine), RankSVM was proposed to perform the pairwise classification [3, 5]. RankSVM differs from SVM at its constraint part and the loss function, which was built from document pairs. Based on RankSVM, a pairwise classification method was proposed to tune the weights of product characteristic for product designer from online reviews [4]. However, a single hyperplane in the feature space is employed by RankSVM, which is argueable to capture the nature of complex ranking problems [9]. Multiple hyperplanes were proposed to train a ranking model for document pairs. Finally, the ranking results predicted by each ranking model were aggregated to produce the final ranking result.

Although pairwise approaches have their own advantages, the ignored fact is that the original rating value or the relevance degree of each instance is not explained faithfully.

3 Problem Definition

In order to clarify the problem to be studied in this research, some notation will be defined step by step in this section.

In pairwise approaches, such as pairwise algorithms for learning to rank, the output space is the pairwise preference between instance (or document) pair, rather than the original ratings of each single instance. Generally, given two instances, \(d_i\) and \(d_j\), the ground truth ratings of them are \(y_i\) and \(y_j\), respectively. \(y_i\) often stands for the number of ratings of one online review, the relevance degree of one document, etc. It can be denoted with one integer number within a limited scope. For example, \(y_i \in \{1, 2, 3, 4, 5\}\) or \(y_i \in \{-3, -2, -1, 0, 1, 2, 3\}\). The differences between two kinds of rating systems are the initial number and the rating scale. For simplicity, for a single instance, the ground truth rating is defined as,

\[
y_i \in \{1, 2, \ldots, T\}
\]

where \(T\) is the maximal number that \(y_i\) can be chosen. For instance, in the first example, \(T\) equals 5.

The focus of pairwise approaches is not on modeling how to derive the original ratings, \(y_i\) and \(y_j\), directly. The objective is to predict the ground truth preference between two instances, \(d_i\) and \(d_j\). Accordingly, the ground truth preference between two instances, \(d_i\) and \(d_j\), and the predicted preference can be denoted as \(p(d_i, d_j)\) and \(\hat{p}(d_i, d_j)\), respectively.

Notice that, in pairwise algorithms for learning to rank, \(\hat{p}(d_i, d_j)\) is either -1 or 1, and it is denoted as \(\hat{p}(d_i, d_j) \in \{-1, 1\}\), where -1 means the predicted preference of \(d_i\) is higher than that of \(d_j\). However, there is a possibility that the preference between \(d_i\) and \(d_j\) can be equal. Mathematically, it is defined as

\[
\hat{p}(d_i, d_j) \in \{-1, 0, 1\}
\]

0 means the preference between \(d_i\) and \(d_j\) is equal. Many pairwise approaches have been proposed, and they are applied in different areas. However, the output of pairwise approaches does not tell the predicted rating of each single instance. Specially, it does not explain the predicted rating \(\hat{y}_i\) for instance \(d_i\). What is missing in pairwise approaches is that the performance of them is not evaluated by standard evaluation metrics. For instance, Precision, Recall and F-measure are usually desired classification evaluation metrics. MAP and NDCG are utilized to evaluate the performance of ranking models. But it is important to know the original ratings of each instance.

Hence, the problem is how to transform pairwise based results to the original rating of each instance. More specifically, the problem to be studied in this research is how to assign the value of \(\hat{y}_i\) for \(d_i\) in order to make the predicted preference \(\hat{p}(d_i, d_j)\) to be satisfied for all instance pairs \(d_i\) and \(d_j\).

4 Method

In this research, the problem is to assign the ratings of \(\hat{y}_i\) and \(\hat{y}_j\) to satisfy the predicted preference \(\hat{p}(d_i, d_j)\) for all instance pairs \(d_i\) and \(d_j\). In other words, the assignment of ratings about \(\hat{y}_i\) and \(\hat{y}_j\) should make the number of violations for the predicted relationship \(\hat{p}(d_i, d_j)\) to be minimized.

In particular, there are two instances, \(d_i\) and \(d_j\), with \(\hat{p}(d_i, d_j) = 1\). It implies that the predicted rating \(\hat{y}_i\) for instance \(d_i\) should be bigger than \(\hat{y}_j\) if the predicted preference \(\hat{p}(d_i, d_j) = 1\) is satisfied. Let \(\alpha \in \{0, 1\}\) be the flag that denotes whether the relationship is satisfied or not by the assignment of values for \(\hat{y}_i\) and \(\hat{y}_j\). It can be mathematically formalized as
\[
\begin{align*}
\tilde{y}_i - \tilde{y}_j &\geq 1 - M \cdot \alpha \\
\tilde{y}_j - \tilde{y}_i &\geq 1 - M \cdot (1 - \alpha) \\
\alpha &\in \{0, 1\} \\
\tilde{y}_i, \tilde{y}_j &\in \{1, 2, ..., T\}
\end{align*}
\] (3)

In Model (3), if the assignment of values for \( \tilde{y}_i \) and \( \tilde{y}_j \) is not satisfied, \( \alpha \) will equal to one, otherwise \( \alpha \) will be zero. \( M \) is a sizable number. For instance, \( M \) equals to \( 10^4 \).

Likewise, if two instances, \( d_i \) and \( d_j \) are confined as \( \hat{p}(d_i, d_j) = -1 \), the equivalent model can be formulated as follows:

\[
\begin{align*}
\hat{y}_j - \hat{y}_i &\geq 1 - M \cdot \beta \\
\hat{y}_i - \hat{y}_j &\geq 1 - M \cdot (1 - \beta) \\
\beta &\in \{0, 1\} \\
\hat{y}_i, \hat{y}_j &\in \{1, 2, ..., T\}
\end{align*}
\] (4)

\( \beta \) is either zero or one, denoting whether the relationship \( \hat{p}(d_i, d_j) = -1 \) is satisfied or not by the assignment of values for \( \hat{y}_i \) and \( \hat{y}_j \).

The third case is that the preference between \( d_i \) and \( d_j \) is equal, which means \( \hat{p}(d_i, d_j) = 0 \). If \( \gamma \) is symbolized whether the equation relationship is satisfied or not, a slightly different model can be derived as,

\[
\begin{align*}
\tilde{y}_i - \tilde{y}_j &\leq M \cdot \gamma \\
\tilde{y}_j - \tilde{y}_i &\leq M \cdot \gamma \\
\gamma &\in \{0, 1\} \\
\tilde{y}_i, \tilde{y}_j &\in \{1, 2, ..., T\}
\end{align*}
\] (5)

According to Model (3), Model (4), and Model (5), \( \alpha \), \( \beta \) and \( \gamma \) are utilized to denote whether the corresponding relationship is satisfied or not. Hence, the sum of \( \alpha \), \( \beta \) and \( \gamma \) represents the total number of the relation that are not dissatisfied by the assignment of values for \( \tilde{y}_i \) and \( \tilde{y}_j \) for all instance pairs \( d_i \) and \( d_j \). Hence, the question of transforming pairwise based results to the original ratings faithfully turns to minimize the sum of \( \alpha \), \( \beta \) and \( \gamma \).

Combining Model (3), Model (4), and Model (5), the final model is shown in Model (6).

\[
\min \left( \sum \alpha_i + \sum \beta_j + \sum \gamma_k \right)
\]
\[
s.t. \quad \begin{align*}
\tilde{y}_{ai} - \tilde{y}_{bi} &\geq 1 - M \cdot \alpha_i \\
\tilde{y}_{bi} - \tilde{y}_{ai} &\geq 1 - M \cdot (1 - \alpha_i) \\
\tilde{y}_{bj} - \tilde{y}_{aj} &\geq 1 - M \cdot \beta_j \\
\tilde{y}_{aj} - \tilde{y}_{bj} &\geq 1 - M \cdot (1 - \beta_j) \\
\tilde{y}_{ak} - \tilde{y}_{bk} &\leq M \cdot \gamma \\
\tilde{y}_{bk} - \tilde{y}_{ak} &\leq M \cdot \gamma \\
\alpha_i, \beta_j, \gamma_k &\in \{0, 1\} \\
\tilde{y}_{ai}, \tilde{y}_{bi}, \tilde{y}_{aj}, \tilde{y}_{bj}, \tilde{y}_{ak}, \tilde{y}_{bk} &\in \{1, 2, ..., T\}
\end{align*}
\] (6)

5 An Example

An example will be shown in this section to illustrate how to make Model (6) to be applied for transforming pairwise based results to the original ratings.

Suppose there are 15 instances, \( d_1, d_2, \ldots, d_{15} \). The ground truth value \( y_i \) is confined as \( y_i \in \{1, 2, 3, 4, 5\} \) and they are

\[
y_1 = 1, y_2 = 4, y_3 = 5, y_4 = 3, y_5 = 1, y_6 = 4, y_7 = 2, y_8 = 2, y_9 = 5, y_{10} = 5, y_{11} = 3, y_{12} = 3, y_{13} = 4, y_{14} = 3, y_{15} = 1
\]

Accordingly, the ground truth relationship between each instance pair can be derived as Table 1 shows.

<table>
<thead>
<tr>
<th>( d_1 )</th>
<th>( d_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>

Take \( d_1 \) and \( d_2 \) for example. The ground truth ratings for them are \( y_1 = 1 \) and \( y_2 = 4 \). Hence, the ground truth relationship between \( d_1 \) and \( d_2 \) is \( p(d_1, d_2) = -1 \), as illustrated in Table 1.

However, due to various reasons, one classifier predicts the above relationship for instance pairs with some errors. The incorrect instance pairs are:

\[
\begin{align*}
\hat{p}(10, 6) &\hat{p}(13, 1) \hat{p}(1, 8) \hat{p}(3, 4) \hat{p}(6, 8) \hat{p}(11, 3) \\
\hat{p}(14, 2) &\hat{p}(1, 6) \hat{p}(15, 2) \hat{p}(1, 2) \hat{p}(2, 13) \hat{p}(3, 7) \\
\hat{p}(14, 8) &\hat{p}(12, 1) \hat{p}(1, 15) \hat{p}(2, 5) \hat{p}(8, 15) \hat{p}(12, 15) \\
\hat{p}(11, 2) &\hat{p}(8, 4) \hat{p}(8, 9) \hat{p}(9, 6) \hat{p}(5, 11) \hat{p}(11, 7) \\
\hat{p}(8, 13) &\hat{p}(3, 5) \hat{p}(13, 3) \hat{p}(9, 4) \hat{p}(10, 2) \hat{p}(3, 2)
\end{align*}
\]

However, this information is unknown, given the predicted relationship. Accordingly, the predicted relationship between each instance pair is suggested in Table 2.

<table>
<thead>
<tr>
<th>( d_1 )</th>
<th>( d_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>8</td>
</tr>
</tbody>
</table>

Now, the objective is to assign the rating values for all instances, which is able to satisfy the predicted relationship \( \hat{p} \). In other words, the assignment of the rating values for all instances should minimize the total number of violations of the predicted relationship.

Take \( \hat{p}(d_3, d_1) = 1 \) for example. According to Model (3), \( \tilde{y}_3 \) and \( \tilde{y}_1 \) should be confined like,

\[
\begin{align*}
\tilde{y}_3 - \tilde{y}_1 &\geq 1 - M \cdot \alpha \\
\tilde{y}_1 - \tilde{y}_3 &\geq 1 - M \cdot (1 - \alpha) \\
\alpha &\in \{0, 1\}
\end{align*}
\] (8)

Similarly, according to Model (4), \( \hat{p}(d_1, d_3) = -1 \) makes \( \tilde{y}_1 \) and \( \tilde{y}_3 \) should be confined like,

\[
\begin{align*}
\tilde{y}_1 - \tilde{y}_3 &\leq M \cdot \beta \\
\tilde{y}_3 - \tilde{y}_1 &\leq M \cdot (1 - \beta) \\
\beta &\in \{0, 1\}
\end{align*}
\] (9)

Also, according to Model (5), \( \hat{p}(d_1, d_5) = 0 \) makes \( \tilde{y}_1 \) and \( \tilde{y}_5 \) should be confined like,

\[
\begin{align*}
\tilde{y}_1 - \tilde{y}_5 &\leq M \cdot \gamma \\
\tilde{y}_5 - \tilde{y}_1 &\leq M \cdot \gamma \\
\gamma &\in \{0, 1\}
\end{align*}
\] (10)

<table>
<thead>
<tr>
<th>( \tilde{y}_1, \tilde{y}_3 )</th>
<th>( \tilde{y}_1, \tilde{y}_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2, 3, 4, 5</td>
<td>1, 2, 3, 4, 5</td>
</tr>
</tbody>
</table>
Table 1. The ground truth relationship between each instance pair.

<table>
<thead>
<tr>
<th>P</th>
<th>d1</th>
<th>d2</th>
<th>d3</th>
<th>d4</th>
<th>d5</th>
<th>d6</th>
<th>d7</th>
<th>d8</th>
<th>d9</th>
<th>d10</th>
<th>d11</th>
<th>d12</th>
<th>d13</th>
<th>d14</th>
<th>d15</th>
</tr>
</thead>
<tbody>
<tr>
<td>d1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>d2</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d4</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d5</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>d6</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d7</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>d8</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d9</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d10</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d11</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d12</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d13</td>
<td>1</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>d14</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>d15</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Finally, combining three different cases, according to Model (6), an integer linear programming can be formulated for all these 15 instances. The optimization model is:

$$\min \left( \sum_{i=1}^{40} \alpha_i + \sum_{j=1}^{49} \beta_j + \sum_{k=1}^{16} \gamma_k \right)$$

Subject to:

$$\begin{align*}
\hat{y}_3 - \hat{y}_7 & \geq I \cdot M \cdot \alpha_1 \\
\hat{y}_4 - \hat{y}_7 & \geq I \cdot M \cdot (1 - \alpha_1) \\
\hat{y}_5 - \hat{y}_7 & \geq I \cdot M \cdot \alpha_2 \\
\hat{y}_6 - \hat{y}_7 & \geq I \cdot M \cdot \alpha_3 \\
\hat{y}_7 & \geq I \cdot M \cdot \alpha_4 \\
\hat{y}_8 - \hat{y}_7 & \geq I \cdot M \cdot \alpha_5 \\
\hat{y}_9 - \hat{y}_7 & \geq I \cdot M \cdot \alpha_6 \\
\hat{y}_{10} - \hat{y}_7 & \geq I \cdot M \cdot \alpha_7 \\
\hat{y}_{11} - \hat{y}_7 & \geq I \cdot M \cdot \alpha_8 \\
\hat{y}_{12} - \hat{y}_7 & \geq I \cdot M \cdot \alpha_9 \\
\hat{y}_{13} - \hat{y}_7 & \geq I \cdot M \cdot \alpha_{10} \\
\hat{y}_{14} & \geq I \cdot M \cdot \alpha_{11} \\
\hat{y}_{15} - \hat{y}_7 & \geq I \cdot M \cdot (1 - \alpha_1) \\
\hat{y}_9 - \hat{y}_1 & \geq I \cdot M \cdot \alpha_{13} \\
\hat{y}_9 - \hat{y}_1 & \geq I \cdot M \cdot (1 - \alpha_{13}) \\
\hat{y}_9 - \hat{y}_2 & \geq I \cdot M \cdot \alpha_{14} \\
\hat{y}_9 - \hat{y}_2 & \geq I \cdot M \cdot (1 - \alpha_{14}) \\
\hat{y}_9 - \hat{y}_3 & \geq I \cdot M \cdot \alpha_{15} \\
\hat{y}_9 - \hat{y}_3 & \geq I \cdot M \cdot (1 - \alpha_{15}) \\
\hat{y}_9 - \hat{y}_4 & \geq I \cdot M \cdot \alpha_{16} \\
\hat{y}_9 - \hat{y}_4 & \geq I \cdot M \cdot (1 - \alpha_{16}) \\
\hat{y}_9 - \hat{y}_5 & \geq I \cdot M \cdot \alpha_{17} \\
\hat{y}_9 - \hat{y}_5 & \geq I \cdot M \cdot (1 - \alpha_{17}) \\
\hat{y}_9 - \hat{y}_6 & \geq I \cdot M \cdot \alpha_{18} \\
\hat{y}_9 - \hat{y}_6 & \geq I \cdot M \cdot (1 - \alpha_{18}) \\
\hat{y}_9 - \hat{y}_7 & \geq I \cdot M \cdot \alpha_{19} \\
\hat{y}_9 - \hat{y}_7 & \geq I \cdot M \cdot (1 - \alpha_{19}) \\
\hat{y}_9 - \hat{y}_8 & \geq I \cdot M \cdot \alpha_{20} \\
\hat{y}_9 - \hat{y}_8 & \geq I \cdot M \cdot (1 - \alpha_{20}) \\
\hat{y}_9 - \hat{y}_9 & \geq I \cdot M \cdot \alpha_{21} \\
\hat{y}_9 - \hat{y}_9 & \geq I \cdot M \cdot (1 - \alpha_{21}) \\
\hat{y}_9 - \hat{y}_{10} & \geq I \cdot M \cdot \alpha_{22} \\
\hat{y}_9 - \hat{y}_{10} & \geq I \cdot M \cdot (1 - \alpha_{22}) \\
\hat{y}_9 - \hat{y}_{11} & \geq I \cdot M \cdot \alpha_{23} \\
\hat{y}_9 - \hat{y}_{11} & \geq I \cdot M \cdot (1 - \alpha_{23}) \\
\hat{y}_9 - \hat{y}_{12} & \geq I \cdot M \cdot \alpha_{24} \\
\hat{y}_9 - \hat{y}_{12} & \geq I \cdot M \cdot (1 - \alpha_{24}) \\
\hat{y}_9 - \hat{y}_{13} & \geq I \cdot M \cdot \alpha_{25} \\
\hat{y}_9 - \hat{y}_{13} & \geq I \cdot M \cdot (1 - \alpha_{25}) \\
\hat{y}_9 - \hat{y}_{14} & \geq I \cdot M \cdot \alpha_{26} \\
\hat{y}_9 - \hat{y}_{14} & \geq I \cdot M \cdot (1 - \alpha_{26}) \\
\hat{y}_9 - \hat{y}_{15} & \geq I \cdot M \cdot \alpha_{27} \\
\hat{y}_9 - \hat{y}_{15} & \geq I \cdot M \cdot (1 - \alpha_{27}) \\
\hat{y}_9 - \hat{y}_{16} & \geq I \cdot M \cdot \alpha_{28} \\
\hat{y}_9 - \hat{y}_{16} & \geq I \cdot M \cdot (1 - \alpha_{28}) \\
\hat{y}_9 - \hat{y}_{17} & \geq I \cdot M \cdot \alpha_{29} \\
\hat{y}_9 - \hat{y}_{17} & \geq I \cdot M \cdot (1 - \alpha_{29}) \\
\hat{y}_9 - \hat{y}_{18} & \geq I \cdot M \cdot \alpha_{30} \\
\hat{y}_9 - \hat{y}_{18} & \geq I \cdot M \cdot (1 - \alpha_{30})
\end{align*}$$
Comparing with the ground truth values of these 15 instances, the predicted values of $d_2$, $d_3$, $d_6$, $d_9$, $d_{10}$, and $d_{13}$ are errors.

This optimization problem can be solved by some optimization modeling software, such as Lingo, CPLEX, etc. Accordingly, the predicted rating values for the 15 instances can be obtained. They are:

$$
\begin{align*}
\hat{y}_1 = 1, \hat{y}_2 = 5, \hat{y}_3 = 4, \hat{y}_4 = 3, \hat{y}_5 = 1, \\
\hat{y}_6 = 5, \hat{y}_7 = 2, \hat{y}_8 = 2, \hat{y}_9 = 4, \hat{y}_{10} = 4,
\end{align*}
$$

$$
\begin{align*}
\hat{y}_{11} = 3, \hat{y}_{12} = 3, \hat{y}_{13} = 5, \hat{y}_{14} = 3, \hat{y}_{15} = 1
\end{align*}
$$

Comparing with the ground truth values of these 15 instances, the predicted values of $d_2$, $d_3$, $d_6$, $d_9$, $d_{10}$, and $d_{13}$ are errors.
6 Conclusions

Pairwise approaches are widely utilized in the field of information retrieval and data mining. However, these approaches are not conventionally evaluated by standard evaluation metrics. What is desired is to transform pairwise based results to the original ratings.

In this research, an integer linear programming model is formulated for the problem. The objective of this model is to find how to assign the rating values for all instances, which makes the assignment to minimize the total number of violations for the predicted pairwise based results. Finally, an example with 15 instances is presented in order to illustrate the details about the proposed model.
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