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Abstract 

Many pairwise models are proposed for ranking problems 

in the field of information retrieval. Classification prob-

lems in the field of data mining also use pairwise compar-

ison. However, conventionally, these pairwise approaches 

are evaluated based evaluation metrics. The original rating 

for a single document or instance is not explained faithful-

ly, which makes these algorithms cannot be evaluated by 

standard evaluation metrics, such as Mean Average Preci-

sion and Normalized Discounted Cumulative Gain for 

ranking models. In this research, the focus is on how to 

transform pairwise based results to the original ratings. 

Particularly, an integer linear programming model is for-

mulated for this problem. In this algorithm, the objective 

is to minimize the number of conflicts for the predicted 

pairwise based relationship between instances by the as-

signment of rating values. An example is presented in 

order to clarify the proposed integer linear programming 

method. It validates the possibility to transform pairwise 

based results to the original ratings, which make them to 

be evaluated by standard evaluation metrics. 

1 Introduction 

With fast development of internet, an unimaginably vast 

number of information can be seen. Online information 

facilitates many previously challengeable things. For in-

stance, rich information is provided in search engines. 

Finding relevant and desired information is getting more 

convenient. Also, customer opinions can be identified 

from a large number of online reviews efficiently for both 

consumers and designers. However, the extremely large 

size of the Web makes it a challenge to digest and utilize 

all these online big data. How to manage big data well and 

provide direct insight becomes ever more important.  

This problem is also a hot topic in some relevant re-

search areas. Many innovative models are proposed to 

capture and process various types of information. For ex-

ample, in the area of information retrieval, different rank-

ing algorithms are developed and they are widely used in 

search engines [7]. One famous category of ranking mod-

els is pairwise algorithms for learning to rank. Pairwise 

algorithms do not directly model the relevance degree of 

each document. The focus is on the relative order between 

document pairs. Another good example is that, due to the 

complexity of the multiclass classification problem, dif-

ferent methods are established by making pairwise com-

parison between instance pair. These multiclass classifica-

tion methods are then utilized to classify online customer 

reviews, etc. 

However, one major problem of pairwise algorithms is 

that they do not interpret the original relevance degrees or 

classification labels faithfully. Specially, pairwise algo-

rithms for learning to rank do not explain the relevance 

degree for each document explicitly. It makes that these 

pairwise approaches is not convenient to be evaluated by 

some standard evaluation metrics, such as Mean Average 

Precision (MAP) and Normalized Discounted Cumulative 

Gain (NDCG) for ranking models. Moreover, due to vari-

ous reasons, it is generally difficult to train a ranking 

model or a classifier without errors. Comparing with 

ground truth, there might be some errors in the predicted 

ranking list or misclassified instances for multiclass classi-

fication problems. It induces that, generally, the pairwise-

based results are not able to be transformed into the origi-

nal ratings for all instances faithfully. For instance, the 

relevance preference between three document pairs are 

predicted as p(dA)> p(dB), p(dB)> p(dC), p(dC)> p(dA). Ac-

cordingly, the relevance degree of three documents cannot 

be assigned to satisfy all the relationship. 

In this research, an integer linear programming prob-

lem is formulated for transforming pairwise based results 

to the original ratings. In this integer linear programming 

problem, the number of violations is modeled as integer 

variables. The objective of the integer linear programming 

model is to find the most suitable assignments of the rat-

ings for instances and, at the same time, to minimize the 

total number of violations about the predicted relationship. 

The rest of this paper is organized as follows: some re-

lated work about pairwise approaches is reviewed in Sec-

tion 2, which is mainly on pairwise algorithms for learn-

ing to rank. The problem to be studied in this research is 

defined in Section 3. In Section 4, the proposed model for 

transforming pairwise based results to the original ratings 

is introduced. In Section 5, an example is presented to 

clarify the details of the proposed method. Finally, this 

research is concluded in Section 6. 
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2 Literature Reviews on Pairwise Approaches 

In pairwise algorithms for learning to rank [6], the input 

space contains feature vectors of document pairs. The 

output space is the pairwise preference between each doc-

ument pair. The hypothesis space of the pairwise ap-

proaches contains functions that take a pair of documents 

as input and output the relative order between them. The 

loss function measures the inconsistency between predict-

ed pairwise preference and ground truth preference of 

document pairs. The pairwise approaches do not target at 

accurately predicting the relevance degree of each single 

document. The relative order between two documents is 

cared about, where the output takes values from {-1, 1}. 

In the pairwise approaches, ranking is usually reduced to a 

classification problem on document pairs. The preference 

between document pairs is evaluated in these pairwise 

approaches. 

A neural network was built to learn a preference func-

tion for all possible document pairs in training data [1, 8]. 

A boosting approach on document pairs was also utilized 

to combine ranking functions in RankBoost [2]. Based on 

SVM (Support Vector Machine), RankSVM was proposed 

to perform the pairwise classification [3, 5]. RankSVM 

differs from SVM at its constraint part and the loss func-

tion, which was built from document pairs. Based on 

RankSVM, a pairwise classification method was proposed 

to tune the weights of product characteristic for product 

designer from online reviews [4]. However, a single hy-

perplane in the feature space is employed by RankSVM, 

which is arguable to capture the nature of complex rank-

ing problems [9]. Multiple hyperplanes were proposed to 

train a ranking model for document pairs. Finally, the 

ranking results predicted by each ranking model were ag-

gregated to produce the final ranking result.  

Although pairwise approaches have their own ad-

vantages, the ignored fact is that the original rating value 

or the relevance degree of each instance is not explained 

faithfully. 

3 Problem Definition 

In order to clarify the problem to be studied in this re-

search, some notation will be defined step by step in this 

section. 

In pairwise approaches, such as pairwise algorithms 

for learning to rank, the output space is the pairwise pref-

erence between instance (or document) pair, rather than 

the original ratings of each single instance. Generally, 

given two instances, di and dj, the ground truth ratings of 

them are yi and yj, respectively. yi often stands for the 

number of ratings of one online review, the relevance de-

gree of one document, etc. It can be denoted with one in-

teger number within a limited scope. For example, yi {1, 

2, 3, 4, 5} or yi {-3, -2, -1, 0, 1, 2, 3}. The differences 

between two kinds of rating systems are the initial number 

and the rating scale. For simplicity, for a single instance, 

the ground truth rating is defined as, 

yi {1, 2, …, T}  (1) 

T is the maximal number that yi can be chosen. For in-

stance, in the first exa mple, T equals 5. 

The focus of pairwise approaches is not on modeling 

how to derive the original ratings, yi and yj, directly. The 

objective is to predict the ground truth preference between 

two instances, di and dj. Accordingly, the ground truth 

preference between two instances, di and dj, and the pre-

dicted preference can be denoted as p(di, dj) and 

),(ˆ ji ddp  , respectively. 

Notice that, in pairwise algorithms for learning to rank, 

),(ˆ ji ddp  is either -1 or 1, and it is denoted as 

}1,1{),(ˆ  ddp ji  , where -1 means the predicted prefer-

ence of di is higher than that of dj. However, there is a 

possibility that the preference between di and dj can be 

equal. Mathematically, it is defined as  

}1,0,1{),(ˆ   ddp ji    (2) 

0 means the preference between di and dj is equal. 

Many pairwise approaches have been proposed, and 

they are applied in different areas. However, the output of 

pairwise approaches does not tell the predicted rating of 

each single instance. Specially, it does not explain the 

predicted rating iŷ for instance di. What is missing in 

pairwise approaches is that the performance of them is not 

evaluated by standard evaluation metrics. For instance, 

Precision, Recall and F-measure are usually desired classi-

fication evaluation metrics. MAP and NDCG are utilized 

to evaluate the performance of ranking models. But it is 

important to know the original ratings of each instance.  

Hence, the problem is how to transform pairwise based 

results to the original rating of each instance. More specif-

ically, the problem to be studied in this research is how to 

assign the value of iŷ for di in order to make the predicted 

preference ),(ˆ ji ddp  to be satisfied for all instance pairs 

di and dj. 

4 Method 

In this research, the problem is to assign the ratings of iŷ  

and jŷ  to satisfy the predicted preference ),(ˆ ji ddp  for 

all instance pairs di and dj. In other words, the assignment 

of ratings about iŷ  and jŷ should make the number of 

violations for the predicted relationship ),(ˆ ji ddp  to be 

minimized. 

In particular, there are two instances, di and dj, with 

1),(ˆ ji ddp . It implies that the predicted rating iŷ for 

instance di should be bigger than jŷ  if the predicted pref-

erence 1),(ˆ ji ddp is satisfied. Let }1,0{   be the 

flag that denotes whether the relationship is satisfied or 

not by the assignment of values for iŷ and jŷ . It can be 

mathematically formalized as 
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In Model (3), if the assignment of values for iŷ and 

jŷ  is not satisfied,   will equal to one, otherwise  will 

be zero. M is a sizable number. For instance, M equals to 

103. 

Likewise, if two instances, di and dj are confined as 

1),(ˆ ji ddp , the equivalent model can be formulated 

as follows: 
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  is either zero or one, denoting whether the relation-

ship 1),(ˆ ji ddp  is satisfied or not by the assignment 

of values for iŷ and jŷ . 

The third case is that the preference between di and dj 

is equal, which means 0),(ˆ ji ddp . If   is symbolized 

whether the equation relationship is satisfied or not, a 

slightly different model can be derived as, 
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According to Model (3), Model (4), and Model (5),  , 

  and   are utilized to denote whether the corresponding 

relationship is satisfied or not. Hence, the sum of ,   

and   represents the total number of the relation that are 

not dissatisfied by the assignment of values for iŷ  and 

jŷ  for all instance pairs di and dj. Hence, the question of 

transforming pairwise based results to the original ratings 

faithfully turns to minimize the sum of  ,   and  . 

Combing Model (3), Model (4), and Model (5), the fi-

nal model is shown in Model (6). 
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5 An Example 

An example will be shown in this section to illustrate how 

to make Model (6) to be applied for transforming pairwise 

based results to the original ratings. 

Suppose there are 15 instances, d1, d2, …, d15. The 

ground truth value yi is confined as }5,4,3,2,1{     yi   and 

they are 

y1=1, y2=4, y3=5, y4=3, y5=1, y6=4, y7=2, y8=2, 

y9=5, y10=5, y11=3, y12=3, y13=4, y14=3, y15=1 

Accordingly, the ground truth relationship between 

each instance pairs can be derived as Table 1 shows. 

Take d1 and d2 for example. The ground truth ratings 

for them are y1=1 and y2=4. Hence, the ground truth rela-

tionship between d1 and d2 is 1),( 21 ddp , as illustrat-

ed in Table 1. 

However, due to various reasons, one classifier pre-

dicts the above relationship for instance pairs with some 

errors. The incorrect instance pairs are: 

(3,2)p(10,2)p(9,4)p(13,3)p(3,5)p(8,13)p

(11,7)p(5,11)p(9,6)p(8,9)p(8,4)p(11,2)p

(12,15)p(8,15)p(2,5)p(1,15)p(12,1)p(14,8)p

(3,7)p(2,13)p(1,2)p(15,2)p(1,6)p(14,2)p

(11,3)p(6,8)p(13,4)p(1,8)p(13,1)p(10,6)p

ˆˆˆˆˆˆ
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    (7) 

However, this information is unknown, given the pre-

dicted relationship. Accordingly, the predicted relation-

ship between each instance pair is suggested in Table 2. 

Now, the objective is to assign the rating values for all 

instances, which is able to satisfy the predicted relation-

ship p̂ . In other words, the assignment of the rating val-

ues for all instances should minimize the total number of 

violations of the predicted relationship. 

Take 1),(ˆ 13 ddp  for example. According to Model 

(3), 3ŷ  and 1ŷ  should be confined like, 
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Similarly, according to Model (4), 1),(ˆ 41 ddp
 

makes 1ŷ  and 4ŷ  should be confined like, 
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Also, according to Model (5), 0),(ˆ 51 ddp makes 1ŷ  

and 5ŷ  should be confined like, 
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Table 1. The ground truth relationship between each instance pair. 

P d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15 

d1 0 -1 -1 -1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0 

d2 1 0 -1 1 1 0 1 1 -1 -1 1 1 0 1 1 

d3 1 1 0 1 1 1 1 1 0 0 1 1 1 1 1 

d4 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1 

d5 0 -1 -1 -1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0 

d6 1 0 -1 1 1 0 1 1 -1 -1 1 1 0 1 1 

d7 1 -1 -1 -1 1 -1 0 0 -1 -1 -1 -1 -1 -1 1 

d8 1 -1 -1 -1 1 -1 0 0 -1 -1 -1 -1 -1 -1 1 

d9 1 1 0 1 1 1 1 1 0 0 1 1 1 1 1 

d10 1 1 0 1 1 1 1 1 0 0 1 1 1 1 1 

d11 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1 

d12 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1 

d13 1 0 -1 1 1 0 1 1 -1 -1 1 1 0 1 1 

d14 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1 

d15 0 -1 -1 -1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0 

Table 2. The predicted relationship between each instance pair. 

p̂  d1 d2 d3 d4 d5 d6 d7 d8 d9 d10 d11 d12 d13 d14 d15 

d1 0 1 -1 -1 0 1 -1 1 -1 -1 -1 1 1 -1 0 

d2 -1 0 1 1 -1 0 1 1 -1 1 -1 1 0 -1 -1 

d3 1 -1 0 1 -1 1 -1 1 0 0 -1 1 -1 1 1 

d4 1 -1 -1 0 1 -1 1 -1 1 -1 0 0 1 0 1 

d5 0 1 1 -1 0 -1 -1 -1 -1 -1 1 -1 -1 -1 0 

d6 -1 0 -1 1 1 0 1 -1 1 1 1 1 0 1 1 

d7 1 -1 1 -1 1 -1 0 0 -1 -1 1 -1 -1 -1 1 

d8 -1 -1 -1 1 1 1 0 0 1 -1 -1 -1 1 1 -1 

d9 1 1 0 -1 1 -1 1 -1 0 0 1 1 1 1 1 

d10 1 -1 0 1 1 -1 1 1 0 0 1 1 1 1 1 

d11 1 1 1 0 -1 -1 -1 1 -1 -1 0 0 -1 0 1 

d12 -1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 -1 

d13 -1 0 1 -1 1 0 1 -1 -1 -1 1 1 0 1 1 

d14 1 1 -1 0 1 -1 1 -1 -1 -1 0 0 -1 0 1 

d15 0 1 -1 -1 0 -1 -1 1 -1 -1 -1 1 -1 -1 0 

 

 

Finally, combining three different cases, according to 

Model (6), an integer linear programming can be formu-

lated for all these 15 instances. The optimization model is: 

)min(
16

1

49

1

40

1





k

k

j

j

i

i 

 

Subject to: 

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

873837

771717

665656

564546

453435

352325

241214

131113

















1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

















 

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

12861268

11851158

10841048

975957









1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ









 

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

2411324311

2311223211

2211122111

2110821810

2010720710

1910519510

1810418410

1710117110

16971679

15951559

14921429

13911319

























1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

























 

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

3013530513

2913329313

2812828812

2712727712

2612526512

2511825811













1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ













 

2013 ISORA 978-1-84919-713-7 ©2013 IET 61 Huangshan, China, August 23–25, 2013



)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

)-M-1y-yM-1y-y

401512401215

3915839815

3815238215

3714737714

3614536514

3514235214

3414134114

331312331213

321311321113

3113731713





















1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ

1(ˆˆˆˆ





















 

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

2411224121

23311231110

2291122119

2141121117

2061120116

1931119115

1861018106

1741017102

16891698

15291596

14281482

13181381

12491294

11381183

10671076

947974

827872

736763

616661

545554

434443

324342

223232

112121

































































































MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

 

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

341013341310

3391333139

3281332138

3141331134

3011330131

291012291210

2891228129

2761227126

2631226123

2521225122









































MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

 

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

)1(1ˆˆ1ˆˆ

491415491514

481315481513

471115471511

461015461510

4591545159

4471544157

4361543156

4241542154

4131541153

401314401413

391014391410

3891438149

3781437148

3661436146

3531435143





























































MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

 

1651516155

1511515151

141214141412

131114131411

1241412144

1161311136

1021310132

9111291211

84128124

74117114

69106109

53105103

439493

378387

226262

115151

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

ˆˆˆˆ

































































MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

MyyMyy

 

}1,0{,...,,,,...,,,,...,, 162149214021 

}5,4,3,2,1{ˆ,...,ˆ,ˆ
1521 yyy  

This optimization problem can be solved by some op-

timization modeling software, such as Lingo, CPLEX, etc. 

Accordingly, the predicted rating values for the 15 in-

stances can be obtained. They are: 

1ˆ,3ˆ,5ˆ,3ˆ,3ˆ
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Comparing with the ground truth values of these 15 in-

stances, the predicted values of d2, d3, d6, d9, d10, and d13 

are errors. 
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6 Conclusions 

Pairwise approaches are widely utilized in the field of 

information retrieval and data mining. However, these 

approaches are not conventionally evaluated by standard 

evaluation metrics. What is desired is to transform pair-

wise based results to the original ratings.  

In this research, an integer linear programming model is 

formulated for the problem. The objective of this model is 

to find how to assign the rating values for all instances, 

which makes the assignment to minimize the total number 

of violations for the predicted pairwise based results. Fi-

nally, an example with 15 instances is presented in order 

to illustrate the details about the proposed model. 
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