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Abstract

Many pairwise models are proposed for ranking problems
in the field of information retrieval. Classification prob-
lems in the field of data mining also use pairwise compar-
ison. However, conventionally, these pairwise approaches
are evaluated based evaluation metrics. The original rating
for a single document or instance is not explained faithful-
ly, which makes these algorithms cannot be evaluated by
standard evaluation metrics, such as Mean Average Preci-
sion and Normalized Discounted Cumulative Gain for
ranking models. In this research, the focus is on how to
transform pairwise based results to the original ratings.
Particularly, an integer linear programming model is for-
mulated for this problem. In this algorithm, the objective
is to minimize the number of conflicts for the predicted
pairwise based relationship between instances by the as-
signment of rating values. An example is presented in
order to clarify the proposed integer linear programming
method. It validates the possibility to transform pairwise
based results to the original ratings, which make them to
be evaluated by standard evaluation metrics.

1 Introduction

With fast development of internet, an unimaginably vast
number of information can be seen. Online information
facilitates many previously challengeable things. For in-
stance, rich information is provided in search engines.
Finding relevant and desired information is getting more
convenient. Also, customer opinions can be identified
from a large number of online reviews efficiently for both
consumers and designers. However, the extremely large
size of the Web makes it a challenge to digest and utilize
all these online big data. How to manage big data well and
provide direct insight becomes ever more important.

This problem is also a hot topic in some relevant re-
search areas. Many innovative models are proposed to
capture and process various types of information. For ex-
ample, in the area of information retrieval, different rank-
ing algorithms are developed and they are widely used in
search engines [7]. One famous category of ranking mod-
els is pairwise algorithms for learning to rank. Pairwise

algorithms do not directly model the relevance degree of
each document. The focus is on the relative order between
document pairs. Another good example is that, due to the
complexity of the multiclass classification problem, dif-
ferent methods are established by making pairwise com-
parison between instance pair. These multiclass classifica-
tion methods are then utilized to classify online customer
reviews, etc.

However, one major problem of pairwise algorithms is
that they do not interpret the original relevance degrees or
classification labels faithfully. Specially, pairwise algo-
rithms for learning to rank do not explain the relevance
degree for each document explicitly. It makes that these
pairwise approaches is not convenient to be evaluated by
some standard evaluation metrics, such as Mean Average
Precision (MAP) and Normalized Discounted Cumulative
Gain (NDCG) for ranking models. Moreover, due to vari-
ous reasons, it is generally difficult to train a ranking
model or a classifier without errors. Comparing with
ground truth, there might be some errors in the predicted
ranking list or misclassified instances for multiclass classi-
fication problems. It induces that, generally, the pairwise-
based results are not able to be transformed into the origi-
nal ratings for all instances faithfully. For instance, the
relevance preference between three document pairs are
predicted as p(da)> p(ds), p(ds)> p(dc), p(dc)> p(da). Ac-
cordingly, the relevance degree of three documents cannot
be assigned to satisfy all the relationship.

In this research, an integer linear programming prob-
lem is formulated for transforming pairwise based results
to the original ratings. In this integer linear programming
problem, the number of violations is modeled as integer
variables. The objective of the integer linear programming
model is to find the most suitable assignments of the rat-
ings for instances and, at the same time, to minimize the
total number of violations about the predicted relationship.

The rest of this paper is organized as follows: some re-
lated work about pairwise approaches is reviewed in Sec-
tion 2, which is mainly on pairwise algorithms for learn-
ing to rank. The problem to be studied in this research is
defined in Section 3. In Section 4, the proposed model for
transforming pairwise based results to the original ratings
is introduced. In Section 5, an example is presented to
clarify the details of the proposed method. Finally, this
research is concluded in Section 6.
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2 Literature Reviews on Pairwise Approaches

In pairwise algorithms for learning to rank [6], the input
space contains feature vectors of document pairs. The
output space is the pairwise preference between each doc-
ument pair. The hypothesis space of the pairwise ap-
proaches contains functions that take a pair of documents
as input and output the relative order between them. The
loss function measures the inconsistency between predict-
ed pairwise preference and ground truth preference of
document pairs. The pairwise approaches do not target at
accurately predicting the relevance degree of each single
document. The relative order between two documents is
cared about, where the output takes values from {-1, 1}.
In the pairwise approaches, ranking is usually reduced to a
classification problem on document pairs. The preference
between document pairs is evaluated in these pairwise
approaches.

A neural network was built to learn a preference func-
tion for all possible document pairs in training data [1, 8].
A boosting approach on document pairs was also utilized
to combine ranking functions in RankBoost [2]. Based on
SVM (Support Vector Machine), RankSVM was proposed
to perform the pairwise classification [3, 5]. RankSVM
differs from SVM at its constraint part and the loss func-
tion, which was built from document pairs. Based on
RankSVM, a pairwise classification method was proposed
to tune the weights of product characteristic for product
designer from online reviews [4]. However, a single hy-
perplane in the feature space is employed by RankSVM,
which is arguable to capture the nature of complex rank-
ing problems [9]. Multiple hyperplanes were proposed to
train a ranking model for document pairs. Finally, the
ranking results predicted by each ranking model were ag-
gregated to produce the final ranking result.

Although pairwise approaches have their own ad-
vantages, the ignored fact is that the original rating value
or the relevance degree of each instance is not explained
faithfully.

3 Problem Definition

In order to clarify the problem to be studied in this re-
search, some notation will be defined step by step in this
section.

In pairwise approaches, such as pairwise algorithms
for learning to rank, the output space is the pairwise pref-
erence between instance (or document) pair, rather than
the original ratings of each single instance. Generally,
given two instances, d; and d;, the ground truth ratings of
them are y; and vy;, respectively. y; often stands for the
number of ratings of one online review, the relevance de-
gree of one document, etc. It can be denoted with one in-
teger number within a limited scope. For example, yi € {1,
2,3,4,5}Yory {3, -2, -1, 0, 1, 2, 3}. The differences
between two kinds of rating systems are the initial number
and the rating scale. For simplicity, for a single instance,
the ground truth rating is defined as,

yvie{l,2,...,T} (1)

T is the maximal number that y; can be chosen. For in-
stance, in the first exa mple, T equals 5.

The focus of pairwise approaches is not on modeling
how to derive the original ratings, yi and y;, directly. The
objective is to predict the ground truth preference between
two instances, d; and d;. Accordingly, the ground truth
preference between two instances, d; and dj, and the pre-
dicted preference can be denoted as p(di d;) and

p(d;,d;) , respectively.
Notice that, in pairwise algorithms for learning to rank,
p(d;,d;) is either -1 or 1, and it is denoted as

p(d;,d;) e{-1 1}, where -1 means the predicted prefer-

ence of d; is higher than that of d;. However, there is a
possibility that the preference between di and d; can be
equal. Mathematically, it is defined as

p(d; dj)e{-10.1 @

0 means the preference between d; and d; is equal.
Many pairwise approaches have been proposed, and
they are applied in different areas. However, the output of

pairwise approaches does not tell the predicted rating of
each single instance. Specially, it does not explain the

predicted rating Y, for instance di. What is missing in

pairwise approaches is that the performance of them is not
evaluated by standard evaluation metrics. For instance,
Precision, Recall and F-measure are usually desired classi-
fication evaluation metrics. MAP and NDCG are utilized
to evaluate the performance of ranking models. But it is
important to know the original ratings of each instance.
Hence, the problem is how to transform pairwise based
results to the original rating of each instance. More specif-
ically, the problem to be studied in this research is how to

assign the value of ¥; for di in order to make the predicted
preference P(d;,d;) to be satisfied for all instance pairs
di and d;.

4 Method

In this research, the problem is to assign the ratings of Y,
and ¥; to satisfy the predicted preference p(d;,d;) for
all instance pairs di and dj. In other words, the assignment
of ratings about y; and )7j should make the number of
violations for the predicted relationship p(d;,d;) to be

minimized.
In particular, there are two instances, di and dj, with
p(d;,d;)=1. It implies that the predicted rating Y; for

instance d; should be bigger than 91- if the predicted pref-
erence P(d;,d;)=1is satisfied. Let o e{0,1} be the

flag that denotes whether the relationship is satisfied or
not by the assignment of values for ¥; and )7j . It can be

mathematically formalized as
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a €{0,1}
Vi, ¥; e{L2,...T}
In Model (3), if the assignment of values for ¥; and

3)

9j is not satisfied, o will equal to one, otherwise « will
beszero. M is a sizable number. For instance, M equals to
0 'Likewise, if two instances, d; and d; are confined as
p(d;,d;)=-1, the equivalent model can be formulated
as follows:
yi-vizl-M-p
yi—¥;21-M-(1-23)
B {01}
Vi,V €{L2,...T}
[ is either zero or one, denoting whether the relation-

(4)

ship p(d;,d;)=-1 is satisfied or not by the assignment

of values for y;and ¥;.

The third case is that the preference between d; and dj
is equal, which means p(d;,d;)=0. If y is symbolized
whether the equation relationship is satisfied or not, a
slightly different model can be derived as,

Vi—=¥i <M.y
Vi-Vi<M-y

y {01}

Vi, ¥ e{L2,...T}

According to Model (3), Model (4), and Model (5), «,
S and y are utilized to denote whether the corresponding

relationship is satisfied or not. Hence, the sum ofe, S
and y represents the total number of the relation that are

Q)

not dissatisfied by the assignment of values for y; and
)7]- for all instance pairs di and d;. Hence, the question of

transforming pairwise based results to the original ratings
faithfully turns to minimize the sumof o, § and y .

Combing Model (3), Model (4), and Model (5), the fi-
nal model is shown in Model (6).

mind) a; + > B8+ n}

st. Yai — Yo > 1-M - ¢
Yoi = Vai 2 1-M-(1-o)
Yoj = Vaj 2 1-M-p;
Vaj = I; > 1-M-(1-5,) ©
Yak = Yok = M-y
Yok = Vax < M-y
ai, B 7k € {01}
9aivybivyaj1yijyakvybk € {L2,...T}

5 An Example

An example will be shown in this section to illustrate how
to make Model (6) to be applied for transforming pairwise
based results to the original ratings.

Suppose there are 15 instances, di, da, ..., dis. The

ground truth value y; is confined as y; €{L 2,3, 4,5} and

they are
y1=1, y2=4, y3=5, y4=3, y5=1, Y6=4, y7=2, Ys=2,
Y9=5, Y10=5, y11=3, Y12=3, Y13=4, Y14=3, y15=1
Accordingly, the ground truth relationship between
each instance pairs can be derived as Table 1 shows.
Take d; and d, for example. The ground truth ratings
for them are y;=1 and y,=4. Hence, the ground truth rela-

tionship between d; and d is p(d,,d,)=-1, as illustrat-

ed in Table 1.

However, due to various reasons, one classifier pre-
dicts the above relationship for instance pairs with some
errors. The incorrect instance pairs are:

p(10,6) p(13,1) p(1,8) P(13,4)p(6,8) p(11,3)
p(14,2) p(1,6) P(15,2) p(1,2) p(2,13)p(3,7)
p(14,8) p(12,1) p(1,15) p(2,5) p(8,15) p(12,15 (7)
p(11,2) p(8.4) H(8.9) P(9.6) P(5,11)p(11,7)
P(8,13) p(3,5) P(13,3)p(9,4) P(10,2) p(3,2)
However, this information is unknown, given the pre-
dicted relationship. Accordingly, the predicted relation-
ship between each instance pair is suggested in Table 2.

Now, the objective is to assign the rating values for all
instances, which is able to satisfy the predicted relation-

ship P . In other words, the assignment of the rating val-

ues for all instances should minimize the total number of
violations of the predicted relationship.

Take p(d;,d;)=1 for example. According to Model
(3), Y5 and Y; should be confined like,
V1-¥321-M-(1-a)
a {01}
yl’ 93 6{112!3!4’5}
Similarly, according to Model (4), p(d,,d,)=-1
makes ¥, and ¥, should be confined like,
91 - 94 21-M ﬂ
Y4 =% 21-M-(1-5)
B{01}
Y1, Y4 €{1,2,3,4,5}
Also, according to Model (5), p(d;,ds) =0makes ¥,

®)

©)

and Y5 should be confined like,

91_953M e
Vs =Y. <M.y (10)
y {01}

V1, Vs €{1,2,3,4,5}
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Table 1. The ground truth relationship between each instance pair.

P ds d2 ds d4 ds de dz ds do dio du di2 di3 dig  dis
di 0 -1 -1 -1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0
d2 1 0 -1 1 1 0 1 1 -1 -1 1 1 0 1 1
ds 1 1 0 1 1 1 1 1 0 0 1 1 1 1 1
da 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1
ds 0 -1 -1 -1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0
de 1 0 -1 1 1 0 1 1 -1 -1 1 1 0 1 1
d7 1 -1 -1 -1 1 -1 0 0 -1 -1 -1 -1 -1 -1 1
ds 1 -1 -1 -1 1 -1 0 0 -1 -1 -1 -1 -1 -1 1
do 1 1 0 1 1 1 1 1 0 0 1 1 1 1 1
do 1 1 0 1 1 1 1 1 0 0 1 1 1 1 1
du1 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1
di2 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1
di3 1 0 -1 1 1 0 1 1 -1 -1 1 1 0 1 1
di4 1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 1
dis 0 -1 -1 -1 0 -1 -1 -1 -1 -1 -1 -1 -1 -1 0
Table 2. The predicted relationship between each instance pair.
p da d2 ds ds ds ds d7 ds do do du di2 dis die  dis
ds 0 1 -1 -1 0 1 -1 1 -1 -1 -1 1 1 -1 0
d2 -1 0 1 1 -1 0 1 1 -1 1 -1 1 0 -1 -1
ds 1 -1 0 1 -1 1 -1 1 0 0 -1 1 -1 1 1
ds 1 -1 -1 0 1 -1 1 -1 1 -1 0 0 1 0 1
ds 0 1 1 -1 0 -1 -1 -1 -1 -1 1 -1 -1 -1 0
de -1 0 -1 1 1 0 1 -1 1 1 1 1 0 1 1
dz 1 -1 1 -1 1 -1 0 0 -1 -1 1 -1 -1 -1 1
ds -1 -1 -1 1 1 1 0 0 1 -1 -1 -1 1 1 -1
do 1 1 0 -1 1 -1 1 -1 0 0 1 1 1 1 1
dio 1 -1 0 1 1 -1 1 1 0 0 1 1 1 1 1
du 1 1 1 0 -1 -1 -1 1 -1 -1 0 0 -1 0 1
di2 -1 -1 -1 0 1 -1 1 1 -1 -1 0 0 -1 0 -1
di3 -1 0 1 -1 1 0 1 -1 -1 -1 1 1 0 1 1
dis 1 1 -1 0 1 -1 1 -1 -1 -1 0 0 -1 0 1
dis 0 1 -1 -1 0 -1 -1 1 -1 -1 -1 1 -1 -1 0
y glr;a(léy)/ combtining I'_[hree different cases, ac%or?cing to Vo-Y121-M ;3 ¥,-Y921-M-(1-a;5)
oae , an Integer linear programming can e Ttormu- G > - . O 0 > - M-
lated for all these 15 instances. The optimization model is: 3{9 312 21-M-ay, {lz ¥9 21-M-(-ay,)
40 49 16 Yo-Ys21-M-a;z ¥Ys-Y921-M-(1-;5)
mm(;ai+zlﬂj+;7k) Yo-¥721-M a5 ¥7-¥921-M-(L-4)
i= j= = ~ ~ PN
Yio-¥121-M a7 Y1 -Y1021-M-(1-ay7)
Subject to: Yio-¥421-M-ajg ¥4-¥1021-M-(1-a5)
Vo-¥,21-M-a; ¥,-9321-M-(1- N R
¥3 ¥1>1 M ' Yl ¥3>1 M 21 l; Yio-V521-M- a9 ¥5-Y1021-M-(1-y9)
- P - .a - P - . - a A A A A~
Yo=Y u 2 Y17V o 2 Y10~ 21-M -y V7 - P10 21-M -(1-arp)
- 21-M-«a -Ve21-M - (l-« N N A
¥5 ¥2>1 M : }:2 ¥5>1 M 21 3; Yio-¥s21-M-ay; Yg-¥1021-M-(1-ay)
- P - . a - P - . - a A A A A~
YS ¥3>1 M ! Ys ¥5>1 M- 4) Vi1-¥121-M-ay, ¥,-91:21-M-(1-ay)
- Z - .a - P - . - a A A A A
¥6 ¥4>1 M > ¥4 ¥6 1-M.( > Yy11-¥221-M-aps §,-¥1,21-M-(1-a,3)
- >1- - - >1- . -a A A A ~
316 ¥5>1 M ° XS ¥6>1 M 21 6)) Yy11-¥321-M-apy ¥53-9¥1,21-M-(1-ay,)
- P - .a - P - . - a A A A A~
¥7 ¥1>1 M ! Yl ¥7>1 M- 7) Yy11- V6 21-M a5 ¥g-¥1121-M-(1-0arp5)
- P - . a - P - . - a A A A A
)17 ¥3>1 M 8 yAg X7>1 M- 8) Y12-¥5 21-M a5 ¥5-¥1,21-M - (1-ay)
-¥s21-M -« -y, 21-M-(l-«a A L
Ay7 }/5>1 M * Ays }l7>1 M- 9) Vio-¥721-M-ay; ¥;-Y1,21-M-(1-a,;)
- P - . a - P - . - a A A A A
¥8 ¥4>1 M 10 ¥4 ¥8>1 M- 10) Y12- V6 21-M -y Yg-¥1,21-M-(1-a)
-¥:21-M -« -Ys21-M-(1- A I
)AIB ¥5>l M 1 Ys ¥8>l M- 11) Viz-¥321-M -ayy Y3-Y1321-M-(1-ay)
- P - .a - P - . - a N A A N
Yo = Yo 1z Yo~V 12 Yi3-¥521-M a5y VY5-¥1321-M-(1-ag)
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913_9721_M'
913'91121',\/"
913-91221-'\/' :
914_9121_,\/"
914-9221_'\/"
914-9521-M'
914_9721_M'
915_9221-M'
915-9821-'\/"

Y15- ¥1,21-M -
Y1-Y,21-M-
Y= Y321-M-
Yo=Y, 21-M-
Y3-9421-M-
Ya—Y¥5s21-M-
91_9621_M'
Y3 Y6 21-M-
Yo =¥721-M-
94_9721_M
V6 — ¥, 21-M
Y3 - Y5 21-M
Yo=Yy 21-M
y1-Y321-M
Yo=Y 21-M
Yo =¥ 21-M
g — Yo 21-M

92 _91021_M
Yo = Y1021-M
95_91121_'\/'
96_91121_,\/'
97 _yllzl_M
)79 _yllZI_M
)710_91121_M
yl_ylZZI_M
92 _91221_“/I
93—91221—M
96_91221_M
99_91221_'\/'
910_91221_M
91_91321_'\/'
94_91321_M
98_91321_M
99 _91321_'\/'
910_91321_'\/'

Py

“Pro
P
“Pra
“Prs

“Pra
“Pis
' ﬂlG
P
“Prs
' ﬂ19
“Pao
: ﬂZl
' 1822

“Pas

'1324
“Pas
'1826
'ﬂ27
“Pas
' ﬂZQ
“Pao
“Par
'1332
Pas
“Paa

¥7-¥1321-M - (1-a3;)
Y11-V1321-M - (1-a3,)
Yi2-¥1321-M - (1-a33)
Vi-¥1421-M-(1-az,)
V2 -¥1421-M - (1-ag5)
Y5 - Y14 21-M - (1- ag)
¥7-¥1421-M -(1-a5;)
Y2 -VY1521-M - (1-agg)
Vg - Y15 21-M - (1-agq)
Yi2- Y15 21-M - (1-yg)
Y-V 21-M-(1-4)
Y3-Y,21-M-(1-5;)
Vo= Y2 21-M-(1-S3)
V4= Y321-M-(1-5,)
Y5 = ¥4 21-M -(1-55)
Yo = ¥121-M-(1- )
Y6 —¥321-M-(1-p;)
Y7 -9, 21-M-(1-f)
Y7 = V4 21-M-(1-5)
Y7 = Y6 21-M - (1- fy)
Vs —¥321-M-(1-B,)
Yo —¥421-M-(1-5;,)
Ys —V121-M-(1-By5)
Vs — ¥, 21-M-(1- B,y)
Yo =¥, 21-M - (1- B;5)
Yo — Vg 21-M - (1- By)
Yio— ¥4 21-M-(1-By7)
V10— V6 21-M - (1- i)
Y11= V3 21-M - (1- By)
V11— Y6 21-M - (1- By)
V11— ¥4 21-M (1= 5;,)
Y11= Y9 21-M - (1- 5,,)
V11— Y3 21=-M - (1= By,)
V12— %1 21-M-(1-f,,)
V12— Y2 21=M (1= Bs)
Y12 = Y3 21=M - (1= By)
V12— V6 21-M - (1= S57)
V12— Yo 21=M - (1= Bg)
Y12 = Y10 21=M - (1 By)
V13— Y1 21-M - (1 f5)
Yis— ¥4 21-M-(1-f5)
V13— Yg 21-M - (1- fs,)
V13— Y9 21-M - (1- fs3)
V13— Y10 21-M-(1-B34)

V3= Y1a21-M-Bss Y1, —¥321-M-(1- Bs5)
V6 = ¥1421-M-B3s V14— V5 21-M - (1= f5)
98 _91421_M 'ﬂ37 914_98 21-M '(1_ﬂ37)
Yo = V1aZ1-M:Bag Y14 — Y9 21-M - (1- By)
Vo= Y14 Z1=M - Byg Y14 = Y10 21-M - (1= ;)
Yia=V1a21=M - Bsg V14— V1321-M - (1= S,)
Ys—Vis21-M By VY5 ¥321-M-(1-B,y)
94 _915 21-M 'ﬂ42 915_94 21-M '(1_ﬂ42)
Y6 =V1521-M-Bys V15— Ys 21-M - (1= B;5)
V7 =Y1521-M By V15— Y7, 21-M - (1= B4,)
Vo= V15 21=M - Bys V15— Y9 21-M - (1- B45)
Vo= V15 21-M - Byg V15— Y10 21-M - (1 - Bye)
V1= Y15 21=-M By V5= Y1, 21-M - (1= B47)
Yis= V15 21=M - By V15— V1321-M - (1= Byg)
Via= V15 21-M - Bug V15— Y14 21-M - (1= By)

Vs =1 <My
V6= ¥2<M -7,
Y= Y7 <My,
Yo—Y3<M -7,
Vo= Y3 <M -y5
Yio— Yo SM - yg
Yii—¥a<M-y;
Yi2= Y4 <M -yq
Yi2 = Y11 <M yq

Vi-¥s<M-p
Vo=V <My,
Y7 =Yg <M -y;
V3= Yo <M -7,
V3= Yo <M -y5
Yo — Y10 <M -7¢
Vo= Y11<M-y;
Yo=Y, <M -y
Y11= Y12 <M 7q

Yo=V13<M-yg Vis= ¥ <My
Vo =V1i3sM -y Yi3=Ye <My
Va=V1uasM-yp, VYuu-VYs<M-pp
Yii=Y1ia SMys Yia =V SM g
V2= Y1asMyy Y=Y, SM -y

Vi=Y15<M-y5 Yis—V1 <My
Vs=Yi5<M -5 Vis— Y5 <My
Q4,0 Cy0s Bus Bos - Bags 71, V2r--4716 €{0L

91’ 92 IR 'i915 6{1’2’31415}

This optimization problem can be solved by some op-
timization modeling software, such as Lingo, CPLEX, etc.
Accordingly, the predicted rating values for the 15 in-
stances can be obtained. They are:

91 :11 92 :51 93 :41 94 :3195 :11

V6 =5¥7=2Y5=2,¥9 =4,910 =4,

yll =3, 912 =3, )713 =5, 914 =3, 915 =1
Comparing with the ground truth values of these 15 in-

stances, the predicted values of d,, ds, ds, do, dio, and di3
are errors.
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6 Conclusions

Pairwise approaches are widely utilized in the field of
information retrieval and data mining. However, these
approaches are not conventionally evaluated by standard
evaluation metrics. What is desired is to transform pair-
wise based results to the original ratings.

In this research, an integer linear programming model is
formulated for the problem. The objective of this model is
to find how to assign the rating values for all instances,
which makes the assignment to minimize the total number
of violations for the predicted pairwise based results. Fi-
nally, an example with 15 instances is presented in order
to illustrate the details about the proposed model.
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