Measuring the Similarity of Protein Structures Using Image Local Feature Descriptors SIFT and SURF
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Abstract—Understanding of protein structures is important to find their functions. Many methods such as structural alignment, alignment-free similarity, and use of structural fragments have been developed for finding similar protein structures. In our previous study, we transformed protein structures into images each pixel of which represents the distance between the corresponding Cα atoms, and proposed similarity measures between two protein structures based on Kolmogorov complexity using image compression algorithms.

In this paper, we examine efficient and effective image recognition techniques, SIFT (Scale Invariant Feature Transform) and SURF (Speeded Up Robust Features), which are invariant to image scaling, translation, and rotation, and partially invariant to affine or three-dimensional projection. We propose similarity based on SIFT and SURF, and apply it to classification of several protein structures. The results suggest that the similarity based on SURF outperforms several existing similarity measures including the compression-based similarity measures in our previous study, and that SIFT and SURF are useful for recognizing protein structures as well as objects in images.

I. INTRODUCTION

Finding similar protein structures is one of important tasks for understanding protein functions and evolution. Several databases such as CATH [1] and SCOP [2] have been developed for storing classified protein structures. Since evolutionary selection pressure is exerted on structures, structures are more conserved than sequences. Many structural alignment methods have been developed, which include DALI [3], Straligx [4], combinatorial extension (CE) of aligned fragment pairs [5], iterative double dynamic programming [6], secondary-structure matching (SSM) [7], TM-align [8], and MICAN [9]. These methods take expensive computational time, and are not suitable for aligning a protein structure with all structures in the whole database of PDB (Protein Data Bank) [10].

Several methods without aligning structures have been developed for measuring similarity between protein structures. Krasnogor and Pelta [11] transformed distances between Cα atoms, that is, the contact map as also in [12], into a 0-1 matrix, which was further transformed into a 0-1 sequence. They approximated Kolmogorov complexities by compression ratios of 0-1 sequences obtained from two protein structures, and calculated Universal Similarity Metric (USM) [13]. In our previous study [14], we transformed contact maps into two-dimensional images, applied image compression algorithms, JPEG, GIF, PNG, IFS [15], SPC [16], and MSPC [14], to such images, and calculated NCD (Normalized Compression Dissimilarity) and ACD (Anticommutative Compression Dissimilarity), which were derived from USM. We applied similarity measures to classification of protein structures, calculated ROC (Receiver Operating Characteristic) curves and AUC (Area Under ROC Curve), and reported that the AUC values by NCD and ACD using the MSPC image compression algorithm were larger than those by some existing methods including the method by Krasnogor and Pelta [11]. It should be noted that Rocha et al. insisted that USM was not suitable for discriminating protein domains from their computational experiments [17].

There are other efficient approaches to measuring the similarity between protein structures. Carugo and Pongor proposed a probability of identity (PRIDE score), which is calculated from histograms of distances between Cα atoms, according to the idea that the distribution of distances between a Cα atom and that separated by 3 to 30 residues indicates certain characteristics concerning protein folds [18]. A protein backbone is represented as a curve, and how two curves interact with each other can be measured by the Gauss integral in knot theory. According to this theory, Røgen and Fain proposed Scaled Gauss Metric (SGM) [19]. Choi et al. subdivided the distance matrix into submatrices describing secondary and tertiary features, extracted several representative medoid submatrices, and constructed a vector, called LFF (Local Feature Frequency) profile vector, containing the frequencies of occurrences of these submatrices from a protein structure [20]. Then, the similarity was calculated as the Euclidean or cosine distance between two corresponding LFF profile vectors. Zotenko et al. used a triplet of secondary structure elements (SSE) as a structural fragment, and represented a protein structure by the spatial conformation of SSEs [21]. Lo et al. developed iSARST server [22] for efficient protein structural similarity searches by utilizing Ramachandran sequential transformation [23]. Budowski-Tal et al. proposed FragBag that represents a protein structure as a bag of words (BoW) of backbone fragments [24], where BoW is collections of local features, and a document can be represented by the frequencies of occurrences of the words in the BoW. Molloy et al. proposed an alternative
representation of a protein structure using FragBag based on Latent Dirichlet Allocation (LDA) probabilistic model to find latent groups [25]. These methods represent a protein structure as a vector, and try to find similar vectors.

On the other hand, in the fields of image processing and computer vision, efficient and effective methods have been developed for image recognition. Lowe proposed an image feature generation method SIFT (Scale Invariant Feature Transform), which transforms an image into local feature vectors that are invariant to image translation, scaling, and rotation, and partially invariant to affine or three-dimensional projection [26], [27]. Instead of all locations in an image, some characteristic key points are selected, and are transformed into local feature vectors, respectively. Bay et al. approximated SIFT, and proposed a faster method SURF (Speeded Up Robust Features) [28]. In this paper, we transform distance matrices between Cα atoms into images, propose similarity based on SIFT and SURF, and apply it to classification of several proteins. The results suggest that the similarity based on SURF outperforms several existing similarity measures including the compression-based similarity measures in our previous study, and that SIFT and SURF are useful for recognizing protein structures as well as objects in images.

II. METHODS

We briefly review the image local feature descriptors SIFT [26], [27] and SURF [28], and propose the similarity between protein structures based on SIFT and SURF.

A. SIFT (Scale Invariant Feature Transform)

SIFT generates several feature vectors from an image, and consists of two parts, selection of stable key points, and construction of feature vectors. In the selection of key points, candidates of key points are identified as maxima or minima in a difference-of-Gaussian function convolved with the image. Each candidate is fit to a three-dimensional quadratic function, the interpolated point of the extrema is determined, and all extrema with the absolute value of the quadratic function less than 0.03 are eliminated, that is, key points having low contrast are eliminated. In addition, candidates of key points on edges of image objects are eliminated using the principal curvature of the difference-of-Gaussian function.

In the construction of a feature vector for each key point, first a local orientation is assigned to the key point. An orientation histogram, which has 36 bins covering the 360 degree range, is constructed from the gradient magnitude. The orientation with the highest peak in the histogram is selected, and the coordinate of the original image is rotated by the selected orientation for obtaining the feature vector. The region around the key point is divided into 4×4 blocks. In each block, gradient magnitudes and an orientation histogram with 8 bins are calculated. Then, the SIFT descriptor at the key point consists of 4×4×8=128 entries of the orientation histograms.

Figure 1 illustrates image local feature descriptors SIFT and SURF, where (a) shows an input grayscale image transformed from a protein structure with PDB code 1cnpA, and (b) shows detected key points with scale and orientation for the image of (a).

B. SURF (Speeded Up Robust Features)

In order to detect key points, SURF uses a Hessian-matrix approximation instead of the difference-of-Gaussian function of SIFT. For that purpose, they made use of integral images each pixel of which has the sum of all pixels within the region formed by the origin and the pixel itself. The sum of all pixels within any rectangular region can be calculated from the integral image in constant time. For the extraction of the descriptor, the region around the key point is divided into 4×4 blocks, and Haar wavelet responses are summed up over each sub-region. Let \( w_h \) and \( w_v \) be the responses in horizontal and vertical directions, respectively. Then, the SURF descriptor at the key point consists of \( \sum w_h, \sum w_v, \sum |w_h|, \) and \( \sum |w_v| \) for each sub-region.

C. Similarity Based on SIFT and SURF

We propose the similarity between protein structures based on SIFT and SURF. First, we transform a protein structure into the grayscale image each pixel of which has a value \( |c \cdot d| \) because the value of a pixel must be an integer, where \( c \) is a positive constant value, \( d_{ij} \) denotes the distance between Cα atoms of \( i \)-th and \( j \)-th residues, and \( |x| \) denotes the floor function of \( x \), which gives the largest integer less than or equal to \( x \).

Let \( f_{i}^{(p)} \) be the feature vector at \( i \)-th key point calculated using SIFT or SURF for protein \( p \). Then, we propose the
similarity between two proteins $p$ and $q$ defined by

$$
\max\left\{ \frac{1}{N_p} \sum_{i=1}^{N_p} \min_{j=1}^{N_q} |f_i^{(p)} - f_j^{(q)}|, \right. \\
\left. \frac{1}{N_q} \sum_{j=1}^{N_q} \min_{i=1}^{N_p} |f_j^{(q)} - f_i^{(p)}| \right\},
$$

where $N_p$ denotes the number of key points for the corresponding image to protein $p$, and $|f| = \sqrt{\langle f, f \rangle}$. Figure 1(c) shows an example of matching between key points of images for proteins of PDB codes 1cpnA and 1ash, where two key points in different images are connected by a line if the corresponding feature vector in the image of 1ash is closest to that in the image of 1cpnA.

### III. COMPUTATIONAL EXPERIMENTS

#### A. Data and Implementation

For evaluation of our proposed similarity between protein structures, we used two datasets, the Chew-Kedem dataset [29] and the Sierk-Pearson dataset [30], which were also used in [11], [14], [31]. The Chew-Kedem dataset consists of 36 proteins identified by PDB codes including 19 mainly alpha proteins, 7 mainly beta proteins, and 10 alpha-beta proteins as shown in Table I. The Sierk-Pearson dataset consists of 86 proteins including 20 mainly alpha proteins, 26 mainly beta proteins, and 40 alpha-beta proteins as shown in Table II.

We extracted three-dimensional coordinates in ATOM lines of the PDB entry for each protein, calculated the distance $d_{ij}$ between $C\alpha$ atoms using the Euclidean distance, and transformed the distance matrix into the grayscale image each pixel of which has $|c \cdot d_{ij}|$ for a positive constant $c$ because the value of a pixel must be an integer.

The source code was implemented by C++ using OpenCV library (version 2.4.9) [32]. All experiments were done in a single processing core of Xeon E5-2640 2.5GHz under Linux operating system.

### B. Results

We performed Receiver Operating Characteristic (ROC) analysis [33] as in [14], [31]. For evaluating the similarity based on SIFT and SURF, we considered the binary classification problem whether or not two protein structures are included in the same CATH class. In total, $\binom{n}{2}$ pairs were classified for a dataset of $n$ proteins. Then, an ROC curve was plotted using the true positive rate, TP/(TP+FN), and the false positive rate, FP/(TN+FP), for a binary classifier as the threshold changes, where TP, FP, TN, and FN denote the numbers of true positives, false positives, true negatives, and false negatives, respectively, and the Area Under the Curve (AUC) was calculated.

Table III shows the results on AUC by the similarity based on SIFT and SURF using $c = 5, 10, 15$ for the Chew-Kedem and Sierk-Pearson datasets, respectively.

---

**Table I.** The Chew-Kedem dataset. It contains 19 mainly alpha proteins, 7 mainly beta proteins, and 10 alpha-beta proteins.

<table>
<thead>
<tr>
<th>Class of CATH</th>
<th>Superfamily</th>
<th>Proteins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mostly alpha</td>
<td>Globins</td>
<td>1asb, 1babA, 1babB, 1eca, 1hp, 1ib0, 1ib1, 1ibm, 1iha, 1ib2, 1mba, 1myt, 2hbg, 2hbb, 2vbb, 2vbbA, 3hbA, 5mbA</td>
</tr>
<tr>
<td>EF-hand</td>
<td></td>
<td>1cpnA</td>
</tr>
<tr>
<td>trp operon</td>
<td></td>
<td>1trjA</td>
</tr>
<tr>
<td>Mostly beta</td>
<td>Immunoglobulins</td>
<td>1cd8, 1cdb, 1c5a, 1uh01, 1nuo, 1pq9a, 1qfo</td>
</tr>
<tr>
<td>Beta</td>
<td>Entolase-like, N-terminal domain</td>
<td>1cf8T, 2mim01, 4en01</td>
</tr>
<tr>
<td>P-loop</td>
<td></td>
<td>10at, 1gnp, 1qgaA, 5q2a1, 6q21a</td>
</tr>
<tr>
<td>P-loop</td>
<td></td>
<td>1ct9aA</td>
</tr>
<tr>
<td>P-loop</td>
<td></td>
<td>8xuA</td>
</tr>
</tbody>
</table>

**Table II.** The Sierk-Pearson dataset. It contains 20 mainly alpha proteins, 26 mainly beta proteins, and 40 alpha-beta proteins.

<table>
<thead>
<tr>
<th>Class of CATH</th>
<th>Proteins</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mostly alpha</td>
<td>1al6a, 1ao6a, 1bhnA, 1cnsA, 1t2zC0, 1d0t0, 1e12a0, 1eqf00, 1gwx0A, 1hgb0, 1hlu0, 1jnd02, 1kmmd0, 1nuhA0, 1qjua1, 1rjqc1, 1sw6bA, 1t3rA0, 2pdpA0, 2vmu0</td>
</tr>
<tr>
<td>Mostly beta</td>
<td>1a8d02, 1a8h02, 1aozA3, 1b8mB0, 1bf203, 1bjqB0, 1hlb, 1hlm, 1ithA, 1lh2, 1mbA, 1q2c1, 1q8s2, 1sdaC1, 1sdaD0, 1sw6a0, 1t3rA0, 2pdpA0, 2vmu0</td>
</tr>
<tr>
<td>Mostly alpha</td>
<td>1an0A1, 1a2v2A1, 1akm00, 1aqb0, 1asyA2, 1ataA2, 1auq00, 1ax4A1, 1b0pA6, 1c1zA5, 1cl7h0, 1dsA0, 1dun0, 1e6Aa, 1etb1, 1etfC1, 1inxA, 1octA1, 1qjua2, 1qjdu0, 1lqkd2, 1qjua1, 1rjqc1, 1sr0A0, 1trf0A0, 1uzm04, 2vt0A0</td>
</tr>
<tr>
<td>Mostly alpha</td>
<td>1al6a, 1ao6a, 1bhnA, 1cnsA, 1t2zC0, 1d0t0, 1e12a0, 1eqf00, 1gwx0A, 1hgb0, 1hlu0, 1jnd02, 1kmmd0, 1nuhA0, 1qjua1, 1rjqc1, 1sw6bA, 1t3rA0, 2pdpA0, 2vmu0</td>
</tr>
<tr>
<td>Mostly beta</td>
<td>1al6a, 1ao6a, 1bhnA, 1cnsA, 1t2zC0, 1d0t0, 1e12a0, 1eqf00, 1gwx0A, 1hgb0, 1hlu0, 1jnd02, 1kmmd0, 1nuhA0, 1qjua1, 1rjqc1, 1sw6bA, 1t3rA0, 2pdpA0, 2vmu0</td>
</tr>
</tbody>
</table>

---

**Table III.** Results on AUC by the similarity based on SIFT and SURF using $c = 5, 10, 15$ for the Chew-Kedem and Sierk-Pearson datasets, respectively.

<table>
<thead>
<tr>
<th>Method</th>
<th>Chew-Kedem AUC</th>
<th>Sierk-Pearson AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIFT-based</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c = 5$</td>
<td>0.99</td>
<td>0.60</td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>0.61</td>
</tr>
<tr>
<td>15</td>
<td>0.96</td>
<td>0.62</td>
</tr>
<tr>
<td>20</td>
<td>0.86</td>
<td>0.62</td>
</tr>
<tr>
<td>SURF-based</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$c = 5$</td>
<td>0.97</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>0.96</td>
<td>0.62</td>
</tr>
<tr>
<td>15</td>
<td>0.99</td>
<td>0.60</td>
</tr>
<tr>
<td>20</td>
<td>0.98</td>
<td>0.61</td>
</tr>
<tr>
<td>MSPC-ACD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[14]</td>
<td>0.86</td>
<td>0.62</td>
</tr>
<tr>
<td>MSPC-NCD</td>
<td>[14]</td>
<td>0.87</td>
</tr>
<tr>
<td>Krasnogor and Pelta [11]</td>
<td>0.80</td>
<td>0.59</td>
</tr>
<tr>
<td>Dai and Wang [31]</td>
<td>0.86</td>
<td>0.58</td>
</tr>
</tbody>
</table>
dataset, the ROC curves were comparable with each other. However, we can see that the ROC curves by the similarity based on SURF using $c = 5, 10$ were better than others in the low range of false positive rates.

Figure 4 shows the result of single-linkage clustering using the similarity based on SIFT with $c = 15$ for the Chew-Kedem dataset, where the identifier in each parenthesis denotes the corresponding superfamily as shown in Table I. We can see that the proteins were well classified except the pair of 4enl01 (3.30.390.10) and 6xia (3.20.20.150).

Figure 5 shows the result on distribution of execution time (millisecond) of SIFT and SURF for two images using $c = 5, 10, 15$ over the Chew-Kedem and Sierk-Pearson datasets. In almost all cases, the execution time of SURF was shorter than that of SIFT, and both were less than 40 milliseconds.

IV. CONCLUSION

We proposed the similarity between protein structures on the basis of the efficient and effective image local feature descriptors SIFT and SURF for image recognition, and applied it to two datasets of protein structures. The AUC value by the similarity based on SURF using $c = 5$ was larger than those by several existing similarity measures and by the compression-based similarity measures in our previous study, and the results suggest that SIFT and SURF are also useful for recognizing protein structures. The classification accuracy by our proposed similarity was very high for the Chew-Kedem dataset, whereas it was not so high for the Sierk-Pearson dataset. There, however, is much room to improve our proposed similarity.
because we used SIFT and SURF without any modification and our similarity was defined in a simple manner. For instance, although the value of a pixel in images must be an integer, for our purpose, we can modify SIFT and SURF to allow values other than integers as their inputs. Other future work is to evaluate our methods using a more general dataset with more candidates, and to compare classification performance with other existing efficient similarity measures such as iSARST.
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