Improving Prediction of Drug Therapy Outcome via Integration of Time Series Gene Expression and Protein Protein Interaction Network
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Abstract—Drug therapy to patients is often with partial success, and has been associated with a number of adverse reactions. Prediction of patients’ response to therapy at the early stage of the treatment is crucial to avoiding those unnecessary adverse reactions. In this paper, a new approach that integrates time series gene expression and Protein Protein Interaction (PPI) network is presented to improve the prediction of patients’ response to drug therapy. Experimental results showed that our method outperformed previous approaches. The method proposed here offers a huge potential for applications in pharmacogenomics and medicine.
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I. INTRODUCTION

The use of gene expression profiling allows clinical diagnosis to be made on a molecular level, thereby facilitating choice of treatment based on the patients’ genetic traits [1]. Gene expression experiments were, until more recently, limited to static analysis [2]. Gene markers selected by these approaches may be functionally related, hence contain redundant information, leading to the degradation of the overall classification performance [3]. Due to this type of difficulty, many research groups [4, 5] proposed to combine gene expression measurements with biological networks, such as protein-protein interaction network, metabolic network and achieved good results. Nonetheless, those integrated approach mainly focus on static gene expression analysis. While those static analysis are appropriate for some cases, they are less appropriate for longer term clinical follow-up [6]. The last few years have witnessed an increase in time series gene expression experiments and analysis. In fact, taking the temporal dynamics of gene expression into account enables the study of complex biomedical problems, such as drug response, from a new and different perspective. Hence, a new approach of classification of time series data that integrates biological network needs to be proposed.

Here, we investigate the problem of classification of Multiple Sclerosis (MS) patients with respect to their response to interferon beta (IFN-β) treatment. MS is one of the most prevalent autoimmune disorders. In spite of its chronic clinical course, drug therapy with IFN-β is widely applied to reduce the intensity and frequency of exacerbations. Nevertheless, almost one-half of the patients do not respond to the therapy [7]. Furthermore, the drug therapy has been associated with a number of adverse reactions, including flu-like symptoms, transient laboratory abnormalities, menstrual disorders, increased spasticity, and dermal reactions [8]. Hence, prediction of patients’ response to therapy ahead of the treatment or at the early stage of the treatment is crucial to avoiding unnecessary adverse reactions.

Based on the above consideration, we propose a new approach (Fig. 1) to predict the response to drug therapy. Firstly, a Hidden Markov Model/Gaussian Mixture Model (HMM/GMM) hybrid model is applied to transforming gene expression data into relative expression level. In addition, we put forward a new time and space efficient biclustering method to extract bicluster from the relative expression level. Furthermore, a novel SVM/KNN hybrid classifier, which taking PPI network into consideration, is trained to predict the patients’ response to drug therapy. Experimental results demonstrate that the proposed integrated framework, achieved large improvements over previous methods.

Figure 1. Schematic overview of prediction of patients’ response to therapy.

II. METHODS

A. Inference of gene expression levels via Hidden Markov Model/Gaussian Mixture Model (HMM/GMM) hybrid model

The HMM/GMM hybrid model is a classical method in speech recognition [9]. Here, the model is introduced to process time series gene expression data, in detail, discretizing the contiguous gene expression values and exploring time-dependence property of the data.
A standard continuous HMM is characterized by the following elements [10]: 1) \( Q \), the number of hidden states. 2) \( A = [a_{ij}] \), the state transition probability distribution, where \( a_{ij} \) is the transition probability from state \( i \) to \( j \). 3) \( B = \{b_j(x)\} \), the emission probability distribution, where \( b_j(x) \) is the emission probability to observe \( x \) in state \( j \). 4) \( \pi = [\pi_i] \), the initial state distribution, where \( \pi_i \) is the start point probability of the state \( i \). The HMM/GMM hybrid model [9] is a specific form of HMM model, which the emission probability distribution to observe \( x \) in state \( j \) can be modeled by a mixture of Gaussian functions, 
\[
 b_j(x) = \sum_{i=1}^{n} w_{ji} \phi_i(x | \mu_{ji}, \sigma_{ji}),
\]
where \( n \) is the mixture number, \( w_{ji} \) is the mixture weight, \( \phi_i(x | \mu_{ji}, \sigma_{ji}) \) is the component Gaussian function with expected value \( \mu_{ji} \) and variance \( \sigma_{ji} \).

We assume that expression values of each gene are from a Markov process. Each gene stays in one state at a time point. The gene can stay in the same state or switch to other states in the next time point (the number of states is \( Q \)). The model is initialized as follows: the initial state distribution \( \pi \), state transition probability distribution \( A \) and mixture weight distribution \( w \) are set to uniform distribution. The expression values of all genes are divided into \( Q \) bins. Each bin has the same number of figures. The mixture number \( n \) is equal to the number of genes. \( \mu_{ji}, \sigma_{ji} \) are set to the mean and variance of expression values in the \( j \)-th bin of gene \( i \), respectively. The model parameter is firstly trained by EM algorithm [11]. Then Viterbi algorithm [11] is applied to infer the hidden state sequences for all genes. In our later experiments, we set \( Q = 2 \).

B. Extraction of local gene expression patterns through a new Biclustering algorithm

A new biclustering algorithm named QL_Biclustering algorithm is proposed to extract biclusters from the hidden state sequences of all genes, which is obtained at previous step. A bicluster \( B(G, J(T, S)) \) consists of gene set \( G \), consecutive time point set \( T \) and gene state sequence \( S \), which is made up of the state values of a gene at the time points of \( T \), where all genes of \( G \) share the same \( S \). In order to differentiate time points, a transformation is introduced that appends time point to each gene state. For example, the state sequence at first three time points of a certain gene may be \( S = \{3, 2, 1\} \). The transformed state sequence of that gene is \( J(T, S) = \{13, 22, 31\} \).

ALGORITHM I: QL_BICLUSTERING ALGORITHM

1. for each state sequence \( S \) do
2. Construct all responding suffix strings (SA)
3. end for
4. Sort all the suffix strings by MSD (most significant digit) radix sort method
5. for all neighbor suffix strings \( i \) do
6. Compute longest common prefix and store the longest common prefix length (LCPLength)
7. end for
8. for each distinct values \( i \) in LCPLength do
9. for each occurrence (\( j \)) of \( i \) in LCPLength do
10. \( \text{pos}(i,j) = \text{pinpoint}(\text{LCP}[i,j]) \)
11. if \( i < \text{mo} \) then \( \text{Blcp}[\text{pos}(i,j)] = 1; \) continue;
12. \( \text{r} = \min\{k | k < \text{pos}(i,j) \text{ and } \text{Blcp}[k] = 1\} + 1 \)
13. \( \text{r} = \min\{k | k > \text{pos}(i,j) \text{ and } \text{Blcp}[k] = 1\} + 1 \)
14. \( \text{Blcp}[\text{pos}(i,j)] = 1 \)
15. if \( (r - 1) < \text{mo} \) then continue;
16. if \( 1 > \text{mo} \) then continue;
17. if \( (r - 1) < \text{mo} \) then continue;
18. if \( \text{r} = \text{blcpLength} - 1 \) then continue;
19. \( J(\text{Timepoint}(T) \text{ and corresponding state value}(S)) : \text{SA}[\text{pos}(i,j) , 1..i] \)
20. end for
21. end for

QL_Biclustering Algorithm (Algorithm I) is based on the suffix string and longest common prefix, the input of which is gene state sequences, \( \text{ml} \) (minimum number of consecutive time points), \( \text{mo} \) (minimum number of genes), the output of which is all biclusters satisfying user’s requirements. We traverse all the values in LCPLength from the smallest to the largest. For each occurrence of each different value in LCPLength, we process it as follows: At step 10, the \( j \)-th occurrence position of value \( i \) in LCPLength is pinpointed and stored in \( \text{pos}(i,j) \). The number of time points of current bicluster is ensured to be not less than \( \text{ml} \) at step 11. We find an interval \([l, r]\) at steps 12-13, the suffix strings among which share a common prefix with length \( i \). Any bicluster,
gene number of which is less than \( m_0 \), is ignored at step 1.

Step 1 verifies whether the candidate bicluster can be extended to the left. If it does, the candidate bicluster will be discarded, for which it is not maximal.

QL Biclustering algorithm performs well both in time and space aspects. In our experiments, both the parameter \( m_1 \) and \( m_0 \) are set to 2.

C. Integration of biological network

Integration of a biological network leads to good classification performance and improves biological interpretability of the results. In this article, we merely use PPI network as an illustration, but the proposed method is independent of the nature of the network and can be extended to combine many other biological networks.

Among all biclusters extracted at previous step, this kind of biclusters, within which genes are highly connected relative to overall connectivity in the PPI network, is more preferable. In consideration of this, a modified hypergeometric distribution is adopted to model the interaction between gene \( i \) and bicluster \( B \).

\[
p(i \rightarrow B) = \frac{n_{i-B} + n_{B-B}}{n_{i-B} + n_{B-B}} \frac{n_{B-B} + n_{B-B} + n_{B-B}}{n_{i-B} + n_{B-B} + n_{B-B}}
\]

particularly, \( p(i \rightarrow B) = 0 \), when \( n_{i-B} = 0 \)

where \( B \) is the gene set consisting of all genes except genes in bicluster \( B \), \( n_{i-B} \) is the number of interactions between gene \( i \) and genes in bicluster \( B \) except gene \( i \) in the network, the rest may be deduced by analogy.

For each bicluster \( B \), its preference (PPIScore) can be scored as follows:

\[
PPIScore(B) = \sum_{i \in B} p(i \rightarrow B) / |B|
\]

(2)

In terms of a specific bicluster, the higher the PPIScore is, the more closely connected genes in the bicluster are, the more likely the genes share a common biological function.

D. Classification algorithm

1) Computation of similarity between two patients: Jaccard Index [12] is used to compute the similarity measure \( \text{Sim}(B_i, B_j) \) between two biclusters \( B_i(G_{i,j}) \) and \( B_j(G_{j,j}) \). The PPIScore of all biclusters of patients \( P_1 \) and \( P_2 \) should be normalized. In such circumstances, similarity between two patients \( P_1 \) and \( P_2 \) that integrates PPI network can be calculated as follows:

\[
\text{PPISim}(P_1, P_2) = \frac{1}{2} \left( \sum_{i=1}^{n} \text{PPIScore}(B_{i1}) \times \max(\text{Sim}(B_{i1}, B_{j2}), j \in 1,...,m) + \sum_{j=1}^{m} \text{PPIScore}(B_{j2}) \times \max(\text{Sim}(B_{j2}, B_{i1}), i \in 1,...,n) \right)
\]

(3)

\( n \), \( m \) is the number of biclusters in \( P_1 \), \( P_2 \) respectively. \( B_{i1}, B_{j2} \) denotes the \( i \)th bicluster in \( P_1 \), the \( j \)th bicluster in \( P_2 \) respectively.

2) PPI-SVM-KNN classifier: A hybrid of SVM and KNN classifier integrating PPI network named PPI-SVM-KNN is used here (Algorithm II). The KNN classifier is used at an initial stage, and then an SVM classifier is trained on the collection of the nearest neighbors. In the neighborhood of a small number of samples, SVM, more often than not, performs better than other classification methods [13]. This is a process of a coarse and quick categorization followed by a finer but slower classification, which inherits the advantages of both SVM and KNN classifiers. Specifically, linear SVM with slack variable is utilized here; PPISim among different patients is used as the kernel matrix. Since experimental results showed that nonlinear SVMs, such as the SVM with Gaussian kernel, do not lead to better performance, we use the simplest linear kernel. The model of linear SVM with slack variable:

\[
\text{maximize } \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j \text{Kernel}(x_i, x_j)
\]

such that:

\[
\sum_{i=1}^{n} \alpha_i y_i = 0, \quad 0 \leq \alpha_i \leq C.
\]

where \( \text{Kernel}(x_i, x_j) = \text{PPISim}(x_i, x_j) \),

\( X \) are training samples, \( y \) are corresponding labels. The label of a new sample \( P \) can be predicted as follows:

\[
\text{predictClass} = \text{sign} \left( \sum_{i \in SV} \alpha_i y_i \text{Kernel}(x_i, P) + b \right)
\]

(5)

where

\[
\text{SV(Support Vector)} = \{ i | \alpha_i \neq 0 \},
\]

\( b = y_1 - \sum_{i=1}^{n} \alpha_i y_i \text{Kernel}(x_i, x_j) \),

for any \( i \) that \( \alpha_i \neq 0 \).

The parameter \( C \) can be viewed as a way to control “softness”: it trades off between the relative importance of maximizing the margin and fitting the training data (minimizing the error). The parameter \( C \) specifies the classifier’s dependence on choice of the number of neighbors. When \( K \) is small, the algorithm behaves like a straightforward KNN classifier. When \( K \) is large enough, our method is totally a SVM. From now on, we fix \( K=6 \) and \( C=100 \) for any experiment performed later.

---

**Algorithm II: PPI-SVM-KNN**

Input: \( C, K \); Output: predictClass;

1. for each test patient \( P \) do
2. Calculate the similarity between all patients in the training set and the test patient \( P \) and rank those patients by similarity measure, add the top \( K \) patients to \( k \)-Patients;
3. if the label of all the patients in \( k \)-Patients is class_i
   4. predictClass = class_i;
5. else
6. Compute similarity matrix PPISim among patients in \( k \)-Patients;
7. Train linear SVM with slack variable classifier using PPISim as kernel and predict the label of test patient \( P \)
8. end if
9. end for

---
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III. RESULTS

A. Dataset:

We test our integrated framework on a set of microarray expression time series data from [14], predicting whether Multiple Sclerosis (MS) patients will respond positively to treatment with recombinant human interferon beta (rIFNβ). The dataset contains time expression profiles of 52 multiple sclerosis patients, out of which 33 are good and 19 are poor responders to rIFNβ. Expression profiles of 70 genes were measured for up to seven times per patient. The first five observations were at a regular interval of 3 months each, while the last 2 observations were spaced 6 months apart. 17 patients missed a test and hence have only 6 measurements, 8 patients missed two tests and hence have only 5 measurements. All missing values are filled with a weighted mean of the three closest neighboring values after data normalization.

Since our framework is tested on the expression profiles of MS patients, human protein-protein interaction network is chose and obtained from HPRD [15]. In addition, we exclude those protein-protein interactions, which are not related to the 70 genes of MS dataset, from the entire human protein interaction network.

B. Experimental results

A commonly used strategy to evaluate the classification performance is the k-fold cross validation (CV) scheme. In this work, we use 10 repetitions of stratified 4-fold CV, as performed in previous approaches.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>IBIS</td>
<td>74.20</td>
<td>Baranzini</td>
</tr>
<tr>
<td>dsSVM</td>
<td>73.44(2.56)</td>
<td>Borgwardt</td>
</tr>
<tr>
<td>KNN SPTL</td>
<td>68.46(2.19)</td>
<td>Carreiro</td>
</tr>
<tr>
<td>Meta-ProfileS</td>
<td>59.42(6.17)</td>
<td>Carreiro</td>
</tr>
<tr>
<td>HMMClass</td>
<td>78.42(3.44)</td>
<td>Lin</td>
</tr>
<tr>
<td>PPI-SVM-KNN</td>
<td>86.42(2.06)</td>
<td></td>
</tr>
</tbody>
</table>

In Table I, we demonstrated the classification accuracy of distinct methods in the MS patient response data. All those methods except IBIS [14] are based on all 70 genes without any feature selection. The IBIS method proposed by Baranzini et al. used only the first time point expression data and 3 selected genes. Lin et al. [6] based their classifier on hidden markov models using discriminative learning. Borgwardt et al. [16] introduced an approach of SVM, based on dynamic systems kernels. Carreiro et al. [17] proposed a biclustering-based classification algorithm. As shown in Table III, PPI-SVM-KNN outperformed other methods. Specifically, accuracy of PPI-SVM-KNN is 86.42, higher than other previous methods. Furthermore, our method is more stable than other classifiers, since the standard deviation of PPI-SVM-KNN is less than all other approaches.

As prediction accuracy is not enough to measure the quality of a classifier, some other performances of our framework were tested, Recall, Precision, F-measure, which are commonly used in evaluating the classification performance. As shown in Fig. 2, our framework performed well in those metrics. We emphasize that the Recall value is remarkably high, a truly good responder being predicted as bad responder seldom happens, which is beneficial to the timely treatment of patients.

![Figure 2: Precision, Recall, and F-measure of PPI-SVM-KNN](image)

We also checked the influence of parameter C on classification accuracy. The parameter C of PPI-SVM-KNN trades off between the relative importance of maximizing the margin and fitting the training data (minimizing the error). As shown in Fig. 3, classification accuracy varied little and was relatively stable with changes in the value of C. Furthermore, as long as C is larger than 1, our framework outperformed other previous approaches.

![Figure 3: The influence of parameter C on classification accuracy](image)

Finally, we checked the contribution of integrating PPI network. Our integrated framework prefers those local expression patterns (biclusters), the genes of which tend to
share a common biological function. Here we compared the results of integrating PPI network to that of without integrating PPI network. As shown in Fig. 4, the prediction accuracy is higher and slightly more stable when integrating PPI network with all other parts unchanged. Therefore, integrating PPI network into our framework of prediction indeed makes a difference.

Integration VS non-integration of PPI network

![Figure 4: The contribution of integrating PPI network](image)

IV. CONCLUSION

In this paper, a new approach that integrates time series gene expression and PPI network is presented to improve the prediction of patients’ response to drug therapy. In comparison with previous approaches, our method performed better with regard to prediction accuracy and its stable performance. Besides, the proposed method with significantly high Recall value, a truly good responder being predicted as bad responder seldom happens, is beneficial to the timely treatment of patients. In addition, we demonstrate that integration of biological network in our method definitely makes a difference in drug response prediction. We would like to point out that the potential of our method is shown only in drug response prediction here, but it offers far more possibilities for applications in pharmacogenomics and medicine.
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