Protein Interaction Prediction for Mouse PDZ Domains Using Dipeptide Composition Features
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Abstract—The PDZ domain is one of the largest families of protein domains that are involved in targeting and routing specific proteins in signaling pathways. PDZ domains mediate protein-protein interactions by binding the C-terminal peptides of their target proteins. Using the dipeptide feature encoding, we develop a PDZ domain interaction predictor using a support vector machine that achieves a high accuracy rate of 82.49%. Since most of the dipeptide compositions are redundant and irrelevant, we propose a new hybrid feature selection technique to select only a subset of these compositions that are useful for interaction prediction. Our experimental results show that only approximately 25% of dipeptide features are needed and that our method increases the accuracy by 3%. The selected dipeptide features are analyzed and shown to have important roles on specificity pattern of PDZ domains.

Index Terms—Dipeptide compositions; feature selection; PDZ domain; protein interaction.

I. INTRODUCTION

The PDZ (PSD-95/Discs-large/ZO-1) domain family is an important signaling protein that is involved in the development of multi-cellular organisms [1]. Many PDZ domains are key components in maintaining cell polarity, facilitating intercellular signaling system, and regulating synaptic development [2], [3]. They are composed of approximately 80 to 90 amino acid residues folded into six β strands (β1-β6) and two α helices (α1, α2). Prior studies showed that PDZ domains selectively bind C-terminal peptide sequences from voltage gated potassium channels and N-methyl-D-aspartate receptors [4], [5], specifically on residues up to -8 position of the peptide ligand (last residue numbered zero) [6]. Furthermore, many PDZ domains display promiscuity and bind to more than one ligand. However, experimental methods to determine the interaction specificity of the PDZ domains are time-consuming and expensive. Thus, a computational method that can provide accurate prediction is highly demanded.

Several computational methods have been proposed to predict interaction specificity of PDZ domains. Chen et al. [7] proposed an extension of a position-specific scoring matrix that predicted interactions between the 82 mouse PDZ domains and 93 peptides based on their primary sequences. They reported an area under the receiver operating characteristic (AUC) value of 0.87. Eo et al. [8] used amino acid contact matrices and physicochemical distance matrix to encode the protein complex into a feature vector. A support vector machine (SVM) classifier was employed to identify G protein-coupled receptors-binding PDZ domain proteins. Recently, Kalyoncu et al. [9] used trigram amino acid frequencies for feature encoding and a random forest classifier to build a model to predict the binding interactions of PDZ domains and peptide sequences. Resampling was used to address the problem of the imbalanced data set. They obtained an accuracy of 79.8% on the validation set of 27 binding and 62 non-binding interactions.

In this work, we propose to use dipeptide compositions as feature encoding to predict PDZ domain-peptide interactions and employing an SVM classifier to build our predictor. Dipeptide compositions have been shown to give useful information in prior protein-related work [10]–[12]. We compare our method with other feature encoding techniques based on primary sequences. Our experimental results demonstrate that our predictor can obtain a high prediction performance (accuracy of 82.49% and AUC of 0.8920). To further improve the prediction results, we develop a new hybrid feature selection algorithm named the mRMR_BIRS algorithm that is a combination of the minimal-redundancy-maximal-relevance (mRMR) algorithm [13] and the best incremental ranked subset (BIRS) algorithm [14]. We find that approximately 25% of dipeptide features are needed for interaction prediction and that our proposed method increases the accuracy by 3%. Analysis of selected dipeptide compositions is also given.

II. MATERIALS AND METHODS

A. Data Set

We used the PDZ interaction data set provided in [9]. The data set was originally retrieved from the study of Stiffer et al. [15], which contained interaction data of 85 mouse PDZ domains and 181 mouse peptides. There are a total of 731 binding and 1361 non-binding interactions available for testing. The data set is imbalanced due to its nature. These interaction data were confirmed by fluorescence polarization experiments. The last 10 residues (up to -9 position) of each
peptide ligand are considered in our computational method due
to the specificity of the PDZ domains. For more information
about the data set, see [9].

B. Feature Encoding

The 400 dipeptide compositions of each protein sequence
are computed using the following expression (1)

\[
\text{Comp}_{\text{dipeptide}}(i, j) = \frac{n_{ij}}{L - 1}, 1 \leq i, j \leq 20
\]

where \(i, j\) stand for the distribution of amino acid \(i\) followed
by amino acid \(j\), \(n_{ij}\) is the number of residues of amino acid
\(i\) followed by amino acid \(j\), and \(L\) is the total number of
residues in the protein sequence. For each binding/non-binding
interaction, a PDZ domain and a peptide ligand are encoded
into two vectors, each with 400 dipeptide compositions. We
then concatenate two vectors into an 800-feature vector to
represent each interaction.

C. Feature Selection

Feature selection refers to search algorithms that select a
subset of features from an initial set of \(n\) features, where a
criterion function \(J\) is used to evaluate the quality of each
candidate subset. It is mainly used for identifying important
features and improving classification results. Depending on
the criterion function \(J\) used, feature selection methods can
be categorized as filter or wrapper. Filter methods rely on the
intrinsic properties of the data such as distance, dependency,
and consistency and select subsets without any knowledge of
the learning algorithm. Wrapper methods use the performance
of a predetermined learning algorithm as the criterion function
to select a subset. The wrapper method generally achieves
better performance than the filter method, but it is also more
computationally expensive. Since there are a total of 800
dipeptide features (400 for the PDZ domains and another 400
for the peptide ligands) for our work, we are interested in a
wrapper method that is highly effective and computationally
efficient.

In this work, a modified version of the best incremental
ranked subset (BIRS) algorithm for feature selection is pro-
posed. We first discuss the original BIRS algorithm [14] and
then present its modification. The BIRS algorithm is a wrapper
method that contains two phases; in the first phase, all of the
\(n\) features in the set are ranked according to some evaluation
measure. In the second phase, the search proceeds from the
best to the worst ranked feature, and a feature is selected if
adding it to the currently selected feature subset improves the
accuracy significantly. That is, the algorithm starts by selecting
the best ranked feature from the list. It then considers adding
the second best ranked feature to the best one if and only if the
resultant subset increases the accuracy rate significantly. If the
accuracy obtained by adding the second best ranked feature to
the set is not significantly better, the feature is discarded, and
the third best ranked feature is considered next, and so on.
A Student’s paired two-tailed t-test is conducted to determine
the statistical significance degree of difference between the
accuracies of each subset using a fivefold cross-validation. The
algorithm terminates when it reaches the worst ranked feature.
Thus, BIRS runs in linear time and selects only relevant and
irredundant features.

In the original BIRS work [14], the authors ordered the
features according to their individual accuracy rates (the per-
formance of a pre-defined classifier built with a single feature).
Since ranking of all features in the first stage plays an impor-
tant role on the performance of the algorithm, we thus propose
using the minimal-redundancy-maximal-relevance (mRMR)
algorithm [13] to order the feature set. The mRMR algorithm
is a well-known filter search technique that selects feature sub-
sets based mutual information. It is fast and shown to perform
well in many applications. We thus expect it to give a better
list of ranked features than that ranked by individual accuracy
rates as done in prior work [14]. Moreover, to measure the
significance of adding a feature to the current subset, we
compute the difference between the AUC values of each subset
rather than the accuracy rates, since our data set is imbalanced.
We name this modified algorithm the mRMR-BIRS algorithm.

D. Support Vector Machines and Performance Evaluation

We choose the SVM classifier with a radial basis function to
perform the classification, since it provides high classification
results and is fairly resistant to feature selection. The software
LIBSVM [16] version 3.0 is employed in this work. The
regularization parameter \(C\) and kernel parameter \(\gamma\) in the
SVM are selected by using a grid search approach. The SVM
classifier is trained by using a fivefold cross-validation to
maximize an area under the receiver operating characteris-
tic (AUC), since our data set is imbalanced. The receiver
operating characteristic (ROC) is a plot of the true positive
rate (TPR) versus false positive rate (FPR). We also provide
the accuracy (ACC) rate to measure the performance of our
method. TPR, FPR, and ACC are defined as follows.

\[
\text{TPR} = \frac{TP}{TP + FN} \\
\text{FPR} = \frac{FP}{FP + TN} \\
\text{ACC} = \frac{TP + TN}{TP + TN + FP + FN}
\]

where true positive (TP) is the number of binding interactions
correctly classified. True negative (TN) is the number of non-
binding interactions correctly classified. False positive (FP) is
the number non-binding interactions misclassified as binding
interactions. False negative (FN) is the number of binding
interactions misclassified as non-binding interactions.

III. RESULTS AND DISCUSSION

A. Feature Encoding Comparisons

We now compare our dipeptide composition model with
other feature encoding proposed for predicting protein-protein
interactions in the literature [11], [17], [18]. Amino acid
composition (AAC) has been used in many prior protein-
related work [11]. It is defined as the frequencies of 20 amino
acids in a protein sequence. In the triad frequency model
the 20 amino acids are grouped into 7 different classes according to their dipoles and volumes of the side chains. These classes contain [AGV], [ILFP], [YMTS], [HQQW], [RK], [DE], and [C] amino acids, respectively. Frequencies of three consecutive classes in each protein sequence are then computed and used as features. Pseudo amino acid composition (PseAAC) [18] incorporates both sequence-order information and protein properties to represent each protein sequence. The first 20 features of the PseAAC contain the AAC information, and the additional λ features represent the sequence-order information calculated by the hydrophobicity value, hydrophilicity value, and side-chain mass. We choose λ = 5, since this gives the highest AUC value.

Fig. 1 shows the ROC curves of the four feature encoding models. As seen, the AAC model gives the worst performance among the four models in many regions. This is expected, since it does not utilize the sequence-order information. The PseAAC model is performing slightly better than the triad model, but a clear difficulty with the PseAAC model lies in interpreting and understanding the model. The proposed dipeptide model is shown to outperform the other models in most regions. Table I summarizes the results of the four feature encoding models using a fivefold cross-validation test. Although the FPR of the PseAAC model (12.28%) is slightly lower than that of the dipeptide model (12.87%), its TPR (69.45%) is the worst one among the four algorithms. As seen in Table I, the ACC rate (82.49%) and AUC (0.8920) of the dipeptide model are highest. However, the TPR (73.84%) obtained using the dipeptide model is somewhat low due to the imbalance of the data set. We expect to use feature selection to combat this problem and improve the prediction results.

![Fig. 1. ROC curves of four different feature encoding models.](image)

### B. Feature Selection Results

Since the lengths of PDZ domains and peptides are short, many encoded dipeptide features contains zeros. These features may not contribute to prediction results and can be deemed irrelevant. We propose the mRMR_BIRS algorithm to select only relevant and redundant dipeptide features for interaction prediction. To determine the statistical significance degree of difference between the AUC values of each subset in the mRMR_BIRS algorithm, the confidence level is chosen to be \( p < 0.5 \) due to the small sample size. We thus expect many features to be selected by our algorithm. For comparison, we also apply the original BIRS feature selection algorithm to select dipeptide features.

Table II shows the number of selected dipeptide features and the prediction performances of the original BIRS algorithm and our mRMR_BIRS algorithm. As seen, the BIRS algorithm selects only 54 dipeptide features and yields poorer results than using all 800 dipeptides (see Table I). The reason is that the BIRS algorithm does not employ a good feature ranking. Our proposed mRMR_BIRS algorithm, on the other hand, uses the mRMR method to provide an initial ranking, which is shown to be very effective. The prediction results of the mRMR_BIRS algorithm are much better than those of the BIRS algorithm and those using all 800 dipeptides; the ACC rate increases from 82.49% to 85.17%, and the AUC value increases from 0.8920 to 0.9110 using our feature selection method. The mRMR_BIRS algorithm selects 215 dipeptide features (approximately 25% of the original 800 features), which shows that many dipeptide features are redundant and irrelevant. Out of 215 features selected by mRMR_BIRS, 102 features are selected from PDZ domains and the other 113 features are chosen from peptides. In terms of computational complexities, the mRMR_BIRS algorithm takes only 10 minutes to perform the search, while the BIRS algorithm needs more than 20 minutes. Thus, our mRMR_BIRS algorithm is faster and more effective.

![Table II: Fivefold cross-validation prediction results for interaction prediction of PDZ domains using dipeptide features after feature selection.](table)

We now analyze some important dipeptide features selected by our feature selection algorithm. For example, the most important (best ranked) dipeptide selected by our algorithm is ‘Glu-Thr’ of the peptide ligand, which is supported by prior finding [6] that many PDZ domains such as those of the Discs...
Large Protein bind to the C-terminal motifs of the peptide ligand with the sequence of Glu-(Ser/Thr)-Xxx-(Val/Ile)-COOH, where Xxx represents any amino acid. Many ‘Ser’ motifs such as ‘Ser-Leu’, ‘Ser-Asn’, ‘Ser-Gln’, and ‘Ser-Ser’ of the peptides are also selected by our mRMR_BIRS algorithm. ‘Ile-Arg’ of the PDZ domain chosen by our method is also found to play an important role in forming hydrophobic contact of the first PDZ domain of NHREF1 with amino acid Leu of the peptide ligand [19]. Furthermore, Bezprozvanny and Maximov [20] reported that eight PDZ domains in hNADL-5 bind to neurexin Ia, whose terminus is ‘Glu-Tyr-Tyr-Val’. This is also in agreement with our prediction model that selects ‘Tyr-Val’ of the peptide as an important dipeptide motif. Thus, our selected dipeptides can be used as a guide for future study of prediction interaction specificity of PDZ domains.

IV. CONCLUSIONS
This study of PDZ domain-peptide interactions has two aims. First, we compared the prediction performance of the dipeptide composition model to those of three other feature encoding models based on primary sequences. We found that the SVM-based predictor based on the dipeptide model successfully achieved the fivefold cross-validation accuracy of 82.49%, which is slightly higher than those obtained using the other models. Second, we proposed a new mRMR_BIRS feature selection algorithm to further improve the prediction results and to identify important dipeptide motifs. The proposed method was shown to outperform the original BIRS algorithm and increased the prediction accuracy from 82.49% to 85.17%. Many important motifs of PDZ domains and peptides were identified by our method. These encouraging results could be used to facilitate future study on PDZ domain interactions. As a future topic, we will further consider to employ the network-based technique to improve the accuracy of the prediction [21], [22].
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